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Abstract: This study has two purposes. The first purpose is to propose new metric for indicating resilience based on
uncertainty in communications between system and Decision-Maker. The second purpose is to develop an approach

to implementing resilience based on the new metric. Keywords: resilience, information entropy, network

Resilient systems acquire information regarding their external and internal environments and decide what feedback
to employ. Invariably, this process involves communication between the system and the Decision-Maker (DM), the
latter responsible for deciding what feedback to employ. The system codes the message onto a group of information
sources, each one delivering a one unique piece of information and each source corresponding to a unique
sub-channel (Figure 1A). The aggregate of sub-channels serve as the main channel transmitting messages between
the system and DM. The “noise” serves to prevent sub-channels from communicating their piece of information
(Figure 1A). The more sub-channels lost, the more possible messages that must be considered, the more uncertainty.
The uncertainty can be measured by information entropy; a measure of the uncertainty from the receiver’s perspective
in selecting the actual message from a set of possible messages [1]. Information entropy is an indicator of how
effectively the system is communicating with the DM. A resilient system, thus, maintains communication by

limiting the increase in uncertainty as sub-channels are lost, and recovers rapidly if it happens to be in a state of high
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uncertainty (Figure 1B). The convexity of information entropy curve as
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a function of missing sub-channels serves as the proposed indicator of

system resilience.

Based on the convex, response, the goal is to incorporate such
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behavior in the communicating process. Given that all of the o miwiims omiohmaimanes A
sub-channels are a part of the same system, it is reasonable to infer z —Restient sytem
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that information sources are linked to one another. Connecting all 3w
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connectivity follows convex behavior [2].  Incorporating the network Number of Missing Sub-channels B

L . . . Figure 1: (A) Schematic of communication channel (top) and
characteristics is the approach to attain convexity and may provide an  ipe efect of noise on the channel.  (B) Plot of uncertainty

. . . (information entropy) as a function of increasing number of
avenue towards engineering resilience. A methodology Wwas lost sub-channels.
developed to measure information entropy and a model was used to assess the network hypothesis. Results are
discussed and a case study applying this method to the Isolation Condenser system of Fukushima Daiichi Unit 1
serves as an illustrative example.
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