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Fundamentals of molecular descriptors in materials informatics (Departmentof Statistical Data
Science, The Institute of Statistical Mathematics) O Yoshihiro Hayashi

This talk presents an outline of molecular descriptors used in the field of materials
informatics. Molecular descriptors are numerical vectors that represent the characteristics of a
molecule based on its chemical structure and physicochemical properties. Representative
molecular descriptors are explained in an overview of their algorithms, features, and points to
note when using them.

Predefined fingerprints quantify the pattern of chemical structures based on the
presence/absence or frequency of predefined fragments. Some of the most famous examples
are MACCS Keys [1]. While intuitive for chemists, if the defined fragment set is redundant for
the target group of compounds, it results in a sparse vector representation where most elements
are zero.

Enumerative fingerprints, such as Extended Connectivity Fingerprint (ECFP) [2], are a
descriptor that solves this problem. ECFP counts all substructures up to the N-th proximity
atoms. In ECFP, all substructures up to the N-th proximity atoms are counted, so that the
fragment set is defined according to the input compound group. In addition, the atomic features
are propagated to neighboring atoms during the counting process, resulting in a condensed
representation of the local environment of the atoms.

In machine learning using these descriptors, features are first created, and then machine
learning is applied using the features as input. On the other hand, in recent years, an approach
to predict physical properties using graph-based neural networks such as Graph Convolutional
neural network (GCNN), which considers chemical structures as graphs and uses the graph
data as input for machine learning, has been developed [3,4]. In GCNN, a vector representation
of the local environment of an atom is created by repeatedly performing convolution operations
on nearby nodes (atoms) in the input graph, as shown in Figure 1. The weights for this
convolution are estimated from the data. The output layer is then constructed through a neural
network. In other words, the process of creating a vector of descriptors in conventional
approachesis replaced by a neural network with anarchitecture that reflects the graph structure
of the molecule, enabling learning of physical properties from chemical structures.

Detailed description will be presented in the talk on the day.
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Figure 1. Computation of convolutional layer of graph neural network.
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