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ABSTRACT

We present a pipeline that displays 3D videos captured by

a multi-view camera (ProFUSION25) on a layered dis-

play in real time. The layered display is a kind of light

field displays. To develop this pipeline, we used a CNN

that calculates a layer pattern to reduce processing time.

1. INTRODUCTION

A layered display is one of 3D displays that can be viewed

in 3D with naked eyes [1]. Our prototype layered dis-

play is shown in Figure 1, in which several liquid crys-

tal panels are stacked in front of the backlight and their

transmittance can be controlled pixelwise [2]. Accord-

ing to the viewing direction, the overlapping of the pixels

changes, a different image can be viewed, and a 3D image

can be displayed. To display a 3D image, it is necessary

to optimize the layer pattern, which is composed of the

transmittance of each pixel so as to reproduce the input

multi-view images as accurately as possible.

In our previous work [2], we calculated the layer pat-

tern using a non-negative tensor factorization (NTF) as

was proposed in [1]. Moreover, when using a capturing

device with wide viewpoint intervals, such as a multi-

view camera, we revealed that it is necessary to generate

higher density multi-view images by viewpoint interpo-

lation. However, it took a long time to conduct the view-

point interpolation and calculate the layer pattern with the

NTF, and real-time display of the captured image was dif-

ficult.

Therefore, we proposed a convolutional neural net-

work (CNN) that performs viewpoint interpolation and a

layer pattern calculation collectively [3], and conducted

an experiment on the Stanford new light field dataset [4].

We confirmed that the calculation method using the CNN

is much faster than the method using the NTF, and al-

most the same image quality can be achieved. In our sub-

sequent study [5], using that network [3], we confirmed

that sufficient image quality could be obtained for a still

image captured by a multi-view camera ProFUSION25

[6]. In the present study, we are developing a pipeline

that can display 3D videos in real time on the layered dis-

play from a multi-view camera ProFUSION25. As far

Fig. 1: Layered display Fig. 2: ProFUSION25

Fig. 3: Multi-view images

Table. 1: Specification of ProFUSION25

Resolution 640×480 pixel

Frame rate 25 fps

Number of viewpoints 25 views

Output format 8 bit

Size 90×90×60 mm

as we know, this is the first pipeline capable of real-time

display of 3D videos on a layered display.

2. CALCULATION OF LAYER PATTERN FROM

CAPTURED IMAGE

In Section 2, we describe the proposed pipeline.

2.1 Shooting with ProFUSION25

In this paper, we use a ProFUSION25 to acquire an ob-

ject to be displayed on the layered display. Figures 2, 3

and Table 1 show the appearance, the multi-view images

captured by the ProFUSION25 and the specification, re-

spectively. The ProFUSION25 is a 25-eye camera array

system capable of capturing multi-view video into a PC

in real time. This camera can capture the 5×5 multi-view

images in a single shot and the frame rate is 25 fps.
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Fig. 5: Shooting environment

2.2 Generation of multi-view images as input to a CNN

We perform two steps to generate the multi-view images

that will be input to the CNN. The ProFUSION25 has a

structure in which 5×5 cameras are arranged in parallel,

but the actually-taken multi-view images are not exactly

arranged. Therefore, we performed rectification to create

a virtually parallel state by image processing. In this pa-

per, we used the method of Fukushima et al. [7]. In addi-

tion, the multi-view images captured by multiple cameras

installed in parallel have a convergence plane at infinity.

The layered display displays the convergence plane at the

center layer. So the convergence plane of the input multi-

view images is adjusted to a certain distance in the target

scene [2].

2.3. Calculation of layer pattern using a CNN

To calculate the layer pattern, we applied our method

[3] of optimizing the layer pattern to reproduce a dense

multi-view images from a sparse multi-view images us-

ing a CNN. The learning flow is shown in Figure 4. The

CNN consists of 4 layers, which are convolutional layers

connected in series. The relu fuction is used as the acti-

vation for the 1st to 3rd layers, and the sigmoid function

is used as the activation for the last layer.

For the input to the CNN, we used the central 3× 3

views of the 5×5 views captured by the ProFUSION25.

The loss function was calculated from the multi-view im-

ages reproduced by the layer pattern and the ground-truth

multi-view images. As the ground-truth multi-view im-

Table. 2: Comparison of calculational time and PSNR

Layer PSNR

calculation[sec] [dB]

NTF [2] 11.7 33.74

CNN [3] 0.03 30.50

(a) NTF (b) CNN

Fig. 6: Experimental result

ages, we used the virtual 15× 15 multi-view images ob-

tained by applying viewpoint interpolation to 3×3 views.

This is because a high-quality layer pattern can be gen-

erated from the sparse multi-view images by using the

viewpoint-interpolated dense multi-view images as the

ground-truth [2]. The layer pattern was optimized to re-

produce the ground-truth 15×15 views.

2.4. Parallel processing

To speed up the process, we parallelized tasks in 5 steps

using multiple CPU cores. The 1st step is to transfer data

from the ProFUSION25 to the PC using DMA (direct

memory access). In the 2nd and the 3rd steps, rectifica-

tion and adjustment of convergence plane are performed

for 5 views and 4 views using CPU, respectively. In the

4th step, the layer pattern is calculated from the processed

9 views using GPU and CPU. In the 5th step, calculated

layer pattern is displayed on the layered display. To dis-

play the calculated layer pattern, we used the OpenCV
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function imshow. Since each step is performed in par-

allel, the other processes can be performed while trans-

ferring data from the ProFUSION25 to the PC, and the

slowest step among the 5 steps decides the frame rate.

3. EXPERIMENTS

We used a PC running an open source software Ubuntu

18.04 LTS, equipped with an Intel Core i5-4590 3.30

GHz central processing unit (CPU), 16 GB main memory,

a GeForce GTX 1080 Ti graphics processing unit (GPU),

TensorFlow 1.12, and Python 3.6.

First, the layer pattern was calculated from still multi-

view images. We used the 10 kinds of the multi-view im-

ages captured by the ProFUSION25 as training data. The

patch size was 32×32, the 6000 patches were randomly

generated for each dataset, and we trained the CNN for 50

epochs. The mean squared error and Adam were used for

the loss function and optimization method, respectively.

The experimental environment is shown in Figure 5,

and Table 2 shows the time required to calculate layer

pattern and the image qualities using the CNN and NTF.

We iterated the multiplicative update in the NTF for 50

times. The quality was evaluated by PSNR between the

15× 15 multi-view images reproduced by the obtained

layer pattern and the virtual 15× 15 multi-view images

obtained by viewpoint interpolation [8]. Figure 6 shows

the central view image of the 15× 15 views reproduced

by the obtained layer pattern (simulated image). From

the results in the Table 2 and Figure 6, the method using

the CNN ran faster for calculating the layer pattern than

the NTF, and could achieve almost the same quality as

the NTF. In addition, we succeeded in improving PSNR

by 8 dB compared to [5].

Next, we performed an experiment to calculate the

layer pattern from multi-view videos. The procedure from

capturing multi-view images to displaying on the layered

display and the diagram are illustrated in Figures 7 and

8. The 5× 5 multi-view images captured by the ProFU-

SION25 are transferred to the PC. Rectification and ad-

justment of convergence plane are performed on the cen-

tral 3× 3 views, and an appropriate layer pattern is cal-

culated from the processed multi-view images using the

CNN and displayed on the layered display. The ProFU-

SION25 is connected to a PCI card. The graphic board

equipped with our PC has 4 synchronized HDMI outputs,

from which the video signals are fed to the layered dis-

play via dedicated controller circuits.

The displayed images on the display using the above

system are shown in Figure 9. The frame rate in each step

is shown in Table 3. We confirmed that the images dis-
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Table. 3: Frame rate in each step

frame rate [fps]

1st step 25.17

2nd step 22.49

3rd step 24.73

4th step 18.32

5th step 18.29

played on the layered display are observed in 3D and our

network is applicable to capture and display. The frame

rate of the video displayed on the layered display was

about 18 fps. In the 4th step, it took a longer time than

Table 2 because of the concatenation of the multi-view

images processed in the 2nd step and 3rd step.

4. CONCLUSION

We developed a 3D display system from capturing multi-

view images to displaying on the layered display. In the

conventional method, it took a long time to calculate the

layer pattern, but by using the CNN that we proposed,

calculational time was reduced to about 1/400 and the

image quality was almost the same compared to the NTF.

Real time display that was impossible with the conven-

tional method was achieved using this CNN and paral-

lelizing the 5 steps from capturing to displaying. For fu-

ture work, we will improve the layer pattern quality and

calculational time.
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