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ABSTRACT 
This study focuses on outdoor bird detection in video 

surveillance to reduce the risk of avian influenza (AI) in 
poultry farms. Once a bird is detected, our system will 
trigger another action to drive away the bird. We utilized 
YOLO algorithm for object detection, and add diversity 
samples to the dataset to train the model, then recognition 
accuracy is improved.  

1. INTRODUCTION 
In the recent years, object detection has been widely 

used in various fields. For instance, pedestrian detection 
can be used in autonomous vehicles to assist vehicles 
avoiding pedestrians on the road [1]; Flying objects 
detection can be used in drones, to avoid drones colliding 
in the air, or to avoid flying creatures [2]. As a result it 
improves the safety.  

Because several regions in the world are suffering 
from severe bird flu disasters, it needs a solution to keep 
wild birds away from poultry. For this purpose, we try to 
use the object detection technology of YOLO for small wild 
bird identification. “You only look once” (YOLO) is one 
state of the art algorithm for objection. If the wild bird can 
be detected, we intend to combine one additional laser ray 
to scare it away. Therefore, it would dramatically reduce 
the risk of avian influenza. 

In this paper, we proposed a practical method to 
improve the accuracy of small object detection. We refer 
to the copy-paste method proposed by Kisantal [3] to 
manually attach small objects where they appear. For 
example, if there is only one frisbee in the park, his method 
will make the frisbee appear in many regions on the image. 
However, we modify the method to randomly put several 
wild birds on image to simulate the natural situation of wild 
birds. In addition, we also refer to the concept of image 
flipping proposed by Laroca [4]. In his method, the region 
of interested is flipped either horizontally or vertically to 
increase the diversity of objects’ poses in order to improve 
the recognition accuracy. In addition, with combination of 
these two methods, the accuracy can be significantly 
improved comparing to each. 

Based on the fore-mentioned method, the accuracy of 
detection of our proposed method has been greatly 
improved. For example, increasing the diversity of dataset 
can effectively improve the recognition of wild birds in 
images.  

2. EXPERIMENT 

The flowchart of our implementation is shown as Fig. 1. 
In this section, we will introduce how to collect images, 
modify images, and why we use YOLO algorithm [5].  

 

Fig.1 System flowchart 

2.1 The dataset 
Our dataset contains 900 images taken from different 

poultry farms. These images were taken with the same 
type of camera and they are stored in size of 1920 x 1080 
pixels. The model of camera we used is SONY SNC-
VM772. To cover a wide region in the poultry farm, the 
camera is allocated on the roof to shot from top-view. Each 
camera takes thousands of images. Among these images, 
we manually selected those images with wild birds as 
candidate images. Fig. 2 shows different poultry farm and 
detected objects in the dataset. Fig. 2 (a) and (b) represent 
different poultry farms, and Fig. 2 (c) and (d) represent 
different kinds of wild birds. 

In our experiments, the main purpose was to detect 
these birds, which are smaller than 32 x 32 pixels 
comparing to 1920 x 1080 pixels. These are defined as 
small objects in MS COCO [6], as shown in Table 1. 
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Table 1 Small, medium, large objects defined  
in MS COCO [6] 

Object Min rectangle area Max rectangle area 

Small 0 x 0 32 x 32 

Medium 32 x 32 96 x 96 
Large 96 x 96 ∞ x ∞ 

 
  

(a) (b) 
  

(c) (d) 
 

Fig. 2 Sample images of the dataset 

 

Table 2 The architecture of Darknet-53 

 

 

 

2.2 YOLOv3 
In our experiment, we used the YOLO version 3 with 

Darknet-53 [5], and tuned it to train the model based on 
our dataset. Darknet-53 is a new feature extraction 
network for YOLO that combines darknet-19 and residual 
network. Table 2 shows the architecture of Darknet-53. 
YOLO version 3 uses a similar feature pyramid network [7] 
method and adds more anchor boxes for multi-scale 
prediction, which improves the problem of small object 
detection by YOLO version 2 [8]. 

 

2.3 Dataset modification 
In order to solve the problem of insufficient samples and 

diversity of small objects, we use copy-paste method to 
add small objects. First of all, we manually selected a small 
object from the image, cropped it out and remove 
background. Second, we selected other images with the 
same target but different backgrounds. Finally, we used 
the copy-paste method to paste the small objects into 
multiple and random locations on the image to generate a 
new image. After completing above procedure, we use flip-
operation to modify the image, and then modify the copy-
paste image to further generate a new sample image. Fig. 
3 shows an example. Fig. 3 (a) and (b) show the result of 
using the copy-paste method multiple times at the same 
image by different small objects. Fig. 3 (c) is the result of 
flipped (b). Yellow boxes represent small objects that are 
pasted on the image. The dataset split ratio is up to 80% 
for training, 10% for validation, 10% for testing. 

 

3. RESULTS AND DISCUSSION 

By slightly tuning YOLO, combining the two methods to 
generate images, and adding the original dataset to 
generate a new dataset, the training results are better than 
that with only original dataset. 

In the case of detection only for small objects, it is 
recommended to lower the IOU threshold, because the 
ground truth of small objects is only 32 x 32 pixels or 
smaller, and a slight gap with the predicted bounding box 
will cause the identified object to become a false negative 
which will lead to decrease in accuracy. According to the 
experimental result of Fig. 4, it is suggested that the IOU 
threshold can be set to 0.25, which is the best value to 
detect only small wild birds. 
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(b) 
 

(c) 
Fig. 3 Examples of images in the dataset.  

 
 

 
      Fig. 4 Experimental result 

  

 

4. CONCLUSION 

In the case of original dataset, it is speculated that the 

reason for poor detection of small objects may be caused 
by a small sample of objects and insufficient diversity. We 
proposed a practical method to solve these problems by 
using copy-paste small objects or flipping images, or 
combining the two methods. This method can solve the 
problem of insufficient data and diversity, and effectively 
improve the accuracy of detecting small objects like wild 
birds. In future work, it may be possible to use different 
backgrounds combined with detection objects in the 
original dataset to improve data diversity. 
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