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ABSTRACT 
In this study, we develop the spoken language 

identification system by a directional volumetric display. 
We proposed the identification model using CNN for four 
languages, English, French, German, and Spanish. The 
identification accuracy was 93.4%, and became possible 
to display an image in the observer's direction. 

1 INTRODUCTION 
A three-dimensional data visualization technology for 

displaying images in space is being researched with the 
advancement of augmented reality and virtual reality, and 
so on technology[1-3]. 

Our research group has developed a directional 
volumetric display that can display different images 
depending on the viewing direction by using the 
technology of recording multiple images in the same 
space[4,5]. A directional volumetric display can display 
images in the direction specified by the program in 
advance and has the concealment that meaningful 
information cannot be obtained from the display surface 
other than the specified direction. Therefore, if the image 
can be displayed according to the observer's position, it 
can be expected to be used as a practical and highly 
entertaining display. Overview of a directional volumetric 
display is shown in Fig.1. 

In this study, to apply a directional volumetric display to 
multilingual digital signage, we develop and evaluate a 
spoken language identification system using a directional 
volumetric display that displays images according to the 
observer's speaking language. 

 
Fig. 1 Overview of a directional volumetric display 

2 METHOD 
In this section, to describe the development of a 

spoken language identification system using machine 
learning to display images according to the observer's 
speaking language. 

2.1 Spoken Language Identification using CNN 
With the advent of unmanned assistant systems like 

a smart speaker, interest in speech identification 
systems using deep learning has increased in recent 
years. As a spoken language identification model using 
Convolutional Neural Network (CNN), S. Mukherjee et al., 
using five layers of CNNs, have an accuracy of 92.7% 
for three languages of German, English, and Spanish[6]. 
Additionally, H. Mukherjee et al., using two layers of 
CNNs, have an accuracy of 95.5% for seven languages 
of Bengali, Marathi, Telugu, Tamil, Malayalam, Kannada, 
and Hindi[7]. In Recurrent Neural Network (RNN), C. 
Bartz al., using five CNN blocks and Long Short-Term 
Memory, have an accuracy of 91.0% for four languages 
of English, French, German, and Spanish[8]. In addition, 
S. Jauhari et al., using four CNN blocks and Bi-
directional Gated Recurrent Unit, have an accuracy of 
95.4% for six languages of English, French, German, 
Spanish, Russian, and Italian[9]. In this study, we 
propose four language identification models: English, 
French, German, and Spanish, using CNN, which can be 
learned quickly compared to RNN. 

We propose a spoken language identification model 
consisting of four CNN blocks and a fully connected layer, 
including the output layer, concerning the configuration 
of a spoken language identification model proposed in 
reference[6,7]. One CNN block consists of four 
processes: a convolutional layer that extracts features 
from an image, a batch normalization, an activation layer 
by Rectified Linear Unit, and a maximum pooling layer 
that reduces the feature map. A dropout layer is 
introduced in a fully connected layer to improve 
generalization performance. Classification is performed 
based on the features extracted through four CNN blocks, 
and the classification probability is output via the softmax 
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function. CNN model architecture is shown in Fig.2. 
For the dataset, we use the wav format voice samples, 

which are provided in VoxForge[10] sampled at 8 kHz, 
22000 voice samples per language are randomly 
extracted, and a dataset is divided into 16000 training data, 
3000 validation data, and 3000 test data. The voice 
samples used for learning have an average playback time 
of 5.7 seconds, so data are processed so that playback 
time is 6.0 seconds and converted to a log Mel 
spectrogram. 
 

 
Fig.2 CNN model architecture 

2.2 A Directional Volumetric Display 
In this study, we adopt a directional volumetric display 

with a thread and a projector as a video presentation 
system, displaying a color video and enabling the system 
to be upsized. Since a directional volumetric display shows 
three-dimensional data represented by voxels, it is 
necessary to calculate the voxel value according to the 
display direction. In three-dimensional coordinates in the 
right-handed coordinate system, if the observer's position 
angle for the front direction is, the coordinates can be 
expressed by equation (1) from the rotation of the y-axis. 
 

 

 
Hence the image in the front direction is, the image in the 
observer direction θ is, the voxel value is, and the 
normalization constant is, the voxel value is expressed by 
equation (2). Creation of projection image is shown 
algorithm in Fig.3. 

 

 
Fig. 3 Creation of projection image algorithm 

2.3 System Configuration 
In the system to be developed, Kinect V2 is used to 

locate and acquire the voice to identify the spoken 
language and display the result of the language 
identification toward the observer. Besides, voice 
samples of each language that are not used for learning 
are sent from the speaker system and let it as the 
identification target voice. 

The size of a directional volumetric display to be 
constructed is 0.95[m] in-depth, 0.95[m] in width, and 
1.87[m] in height; a total of 211 threads are arranged on 
the whiteboard is installed on the upper part of the frame. 

3 EXPERIMENT 
We evaluate the development system by performing 

spoken language identification of the sound emitted from 
the speaker system within the range of the front and side 
directions and projecting an image that results as a 
character string of identification language toward the 
speaker system's direction. As an initial state of the 
development system, the English letters "NONE" are 
displayed on the display surface in the front direction and 
the directional volumetric display's side direction. By 
operating the Graphical User Interface software on the 
host computer (Host PC), the sound produced by the 
speaker system within the measurement range is 
acquired, and the projection image according to the 
spoken language identification result is displayed in the 
direction of the speaker system. 

4 RESULTS 
The proposed CNN model was trained under the 

conditions of batch sizes 64, epochs were 30, and using 
Adam, an optimized algorithm. The proposed model's 
accuracy using test data was 92.6% for English, 87.4% 
for French, 96.8% for German, and 96.5% for Spanish. 
In the proposed model, the probability of predicting 
English when the true label data was French was 6.47%, 
and there was a tendency for English and French to be 
confused slightly. The accuracy of the four languages 
was 93.4%. The confusion matrix for the classification of 
four languages is shown in Fig.4. 

The overview of the development system is shown in 
Fig.5. The projection image and original image in each 
direction are shown in Fig.6 and Fig,7. The frame rate of 
the projection images was 10 frame per seconds. Fig. 
6(a) and Fig.7(a) were the display results when the 
English speech was spoken in the front direction, and the 
letters "ENGLISH" were projected in the front 
direction . Fig. 6(b) and Fig.7(b) were the display 
results when the Spanish speech was spoken in the side 
direction, and the letters "SPANISH" were projected in 
the side direction . Fig. 6(c) and Fig.7(c) were 
the display results when the French speech was spoken 
in the side direction, and the letters "FRENCH" were 
projected in the side direction . Fig. 6(d) and 
Fig.7(d) were the display results when the German 

520       IDW ’20



 

   

speech was spoken in the side direction, and the letters 
"GERMAN" were projected in the side direction . 
A meaningful image could not be confirmed from the 
direction other than the projection display surface in the 
results. 

 
Fig. 4 The confusion matrix for the classification of 

four languages 

 
Fig. 5 Overview of development system 

 
Fig. 6 Projection image 

 

           
(a) Front ( )     (b) Side  

           
(c) Side ( )    (d) Side  

Fig. 7 Original image 

5 DISCUSSION 
It was performed spoken language identification 

according to the voice emitted from the speaker system 
and confirmed that a directional volumetric display 
displayed the spoken language identification result as an 
image in the direction. However, while the result of 
spoken language identification was displayed as a 
projected image, there was a difference in the 
identification probability output by the proposed CNN 
model between the original voice sample and the voice 
sample emitted by the speaker system. This is due to 
white noise, which is not seen in the voice samples 
provided by VoxForge because the measurement 
environment includes operating sounds of servers and 
outdoor units for business in addition to voice samples. 
Therefore, to improve the development system's 
robustness, datasets include the white noise of the 
measurement environment to learn the spoken language 
identification model. Also, necessary to take measures 
such as removing white noise from the input voice 
sample. 

6 CONCLUSIONS 
In this study, to apply the directional volumetric 

display to multilingual digital signage, we developed and 
evaluated the spoken language identification system by 
a directional volumetric display, displaying images with 
directionality according to the speaking language of the 
observer. To identify the observer's spoken language, 
we proposed a language identification model using CNN 
for English, French, German, and Spanish, and obtained 
91.9% accuracy for the test data. Besides, using the 
proposed spoken language identification model and 
directional volumetric display, we developed multilingual 
digital signage that displays images according to the 
language emitted by the observer, and it became 
possible to display images with directionality. However, 
there are problems that the identification rate of the 
spoken language identification model decreases due to 
the influence of white noise that is not confirmed in the 
data set. Additionally, the frame rate of the projection 
image is low because the algorithm processing of voxel 

    (a) Front ( )                    (b) Side ( ) 

    (c) Side ( )                    (d) Side ( ) 
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calculation is not optimized. 
Further studies are required to propose a multilingual 

spoken identification model with white noise in the 
measurement environment and consider the projection 
image's processing method for the high resolution of a 
directional volumetric display. Also, apply the image 
quality improvement algorithm in the directional volumetric 
display proposed in reference[11] to the projection image. 
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