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ABSTRACT

We report difference of structural similarity of restored images in terms of different irradiation methods for single-pixel imaging. Images of hand shadows taken with a single-pixel detector. However, in order to obtain data similar to images taken with common cameras, a large number of measurements are required to obtain images with a large number of pixels. In order to solve this problem, there is an increasing number of researches that use deep learning to restore images. By using this method, it is possible to capture images as a shadowgraph without photographing the privacy of such as the face, and thus the purpose of this method is to perform gesture recognition while protecting the privacy of the person. We consider using a high frame rate LED display to modulate the illumination in objective gesture recognition [2]. The application to a large-scale LED display to modulate the illumination in objective gesture recognition [2]. The application to a large-scale LED display to modulate the illumination in objective gesture recognition [2].

2 PRINCIPLE

2.1 SINGLE PIXEL IMAGING

The basic principle of single-pixel imaging used in this paper is shown in Fig.1. A randomly generated mask is used to modulate the illumination for the subject at an arbitrary number of times, and the measurement is made with a single-pixel detector. The information obtained from the measurements is converted into a matrix and calculated by an intensity correlation function. The calculation gives the restored image as a result of a floating-point operation that takes a range from -1 to 1. In order to obtain a clear restored image, a large number of measurements are required, and the restored image with a small number of measurements contains a lot of noise. The intensity correlation function can be expressed as:

\[
G(x, y, n) = \langle \Delta I(x, y, n) \Delta A(n) \rangle = \langle (I(x, y, n) - \langle I(x, y, n) \rangle) (A(n) - \langle A(n) \rangle) \rangle = \langle (I(x, y, n) - \langle I(x, y, n) \rangle)(A(n) - \langle A(n) \rangle) \rangle (1)
\]

where \( \Delta I(x, y, n) \) is the deviation between the light intensity \( I(x, y, n) \) and the mean \( \langle I(x, y, n) \rangle \) of the nth randomly patterned mask in the coordinates \( (x, y) \). \( \Delta A(n) \) is the deviation of the average value of the light intensity \( A(n) \) and its mean \( \langle A(n) \rangle \) measured by the nth single-pixel detector. \( A(n) \) can also be given as:

\[
A(n) = \int T(x, y) I(x, y, n) dx dy (2)
\]

by using the transmission function \( T(x, y) \) [4,5]. For example, reconstructed images with 100, 250, and 500 modulation counts of the illumination are shown in Fig.2.

In this paper, we compare illumination modulation from behind and in front of the gesture to protect privacy and test the effectiveness of using single-pixel imaging to capture the shadow of the gesture without capturing the person's privacy.
Fig. 2 Reconstructed images for single-pixel imaging with illumination modulated 100, 250, 500 times.

2.2 NETWORK MODEL FOR DEEP LEARNING

The network model for deep learning used in this research (U-net) is shown in Fig. 3. At first, this model repeats convolution and MAX Pooling of the input data. After that, convolution and UN Pooling are repeated the same number of times. In addition, it uses the data used in the encoding process to decode the input data, so it is good at extracting features from the input data [6].

3 TRAINING DATA SET FOR HAND GESTURE

We present a method for creating the training data used in this study for deep learning. Three different hand gestures were performed in front of a lighted display. We took movies of the gestures in various angles. Fig. 4 shows the scene. Each frame was cropped as an image from the video data taken and resized to 28x28 pixel images. From these images, 9000 images were used in this study (PNG format). These images were binarized to create the images when the illumination was applied from behind. Furthermore, these images of the binarized images were negative-positive inverted and used as these when the illumination was irradiated from the front. These two types of data were modulated 250 and 500 times in single-pixel imaging to obtain 6800 training data and 1700 validation data and 500 test data, respectively. As the number of modulations at the time of reconstruction increases, the array format has better quality than the image format in deep learning. Therefore, each data generated is in array format, which is reconstructed by single-pixel imaging[7]. Fig. 5 shows an example of the data for training together with the original image. For evaluation of restored image, we use SSIM which indicates the structural similarity of the restored images in this paper. The restored images with a range of SSIM values from 0 to 1 and a value close to 1 is more similar to the original images.
4 RESULTS
We used four types of training data to reconstruct the images on U-Net. An example of the images at each stage of processing is shown in Fig. 6. Fig. 6 shows three types of images for each calculation process. The image recovered by single-pixel imaging contains a lot of noise and can’t be recovered, while the image recovered by U-Net is very close to the original image because the noise disappears. The values of SSIM for each modulation frequency of the illuminating light are shown in Table 1. Fig.7 show scatterplots of the calculation results when the front illumination is modulated 500 and, 250. Next, Fig.8 show scatterplots of the calculation results when the illumination is modulated 500 and, 250. From Table 1, it can be seen that the SSIM is closer to 1 for both results when the illumination is from behind than when the illumination is from in front. These results showed that the irradiation from behind the gesture was effective. In addition, Fig.9 and Fig.10 show the back and front illumination of the images restored by deep learning, respectively.

Fig.6 Images for each calculation of processing.

Table 1
The values of SSIM for each modulation frequency of the illuminating light.

<table>
<thead>
<tr>
<th>Illumination pattern</th>
<th>SSIM</th>
<th>Modulation: 500</th>
<th>250</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front</td>
<td></td>
<td>0.947</td>
<td>0.900</td>
</tr>
<tr>
<td>Back</td>
<td></td>
<td>0.956</td>
<td>0.955</td>
</tr>
</tbody>
</table>

Fig.7 A scatter diagram of results (a) in results for 500 modulations and front illumination (b) in results for 250 modulations and front illumination.

Fig.8 A scatter diagram of results (a) in results for 500 modulations and back illumination (b) in results for 250 modulations and back illumination.
In Fig. 7 and Fig. 8, there is a slight variation. This is probably due to the fact that the number of training data is only 6800. Therefore, we can expect better results by increasing the amount of training data. The only difference between the two original images used is the processing of negative and positive inversions. The fact that the difference in the restoration is due to the inversion of the luminance value alone shows the significance of the case where the image is irradiated from behind the gesture.

The randomly generated masks used in the modulation of illumination in this paper were performed as 500 and 250. The goal is to reduce this number even further by changing the parameters of the deep learning model and by considering other models that are better at feature extraction. In addition, for future applications, in order to perform gesture recognition to a person, which is the objective, the enlargement of the single-pixel detector lens is necessary, considering the large size of the subject to be measured. Therefore, using pAIRR, the gesture image of a hand touching an aerial display image can be converted to a single-pixel image. This enables us to measure the gesture with a single-pixel detector, and we are considering to detect the position and recognition of the gesture [8,9].

6 CONCLUSION

In this paper, we used single-pixel imaging and deep learning to protect privacy, and compared the modulation of illumination from behind and in front of the gesture. A comparison of structural similarity shows the effectiveness of the gesture’s shadow that means the method of modulating illumination from behind.
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