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ABSTRACT 

We developed a deep neural network-based method for 
evaluation of display Mura. We defined an evaluation 
indicator that is highly correlated with human visual 
evaluation. However, it could not evaluate multiple Mura 
on a screen properly. Therefore, we improved the 
evaluation indicator so that it can handle multiple Mura. 

1 INTRODUCTION 
Flat panel displays have luminance and color Mura. 

Conventionally, the evaluation of Mura has depended on 
human eyes. However, such a human visual evaluation 
has some problems that it requires proficiency of 
inspectors and much time and some inspectors give 
different evaluations. There are various shapes and 
positions of Mura, and we feel various Mura degree for the 
variation. Therefore, it is difficult to evaluate the Mura 
degree simply. To overcome the difficulty, many 
researches had conducted. For example, applying visual 
sensitivity characteristic to a display image [1, 2, 3, 4] or 
edge detection and differential filtering [3, 5] to emphasis 
or extract Mura, then, calculating feature quantities of 
Mura have performed. However, these approaches had 
difficulties in optimizing the feature quantity to evaluate 
Mura degree or must be performed under restricted 
conditions even if the feature quantity was decided well. 
So, we had proposed a machine learning approach [6, 7]. 
In [6], we developed a deep neural network-based Mura 
evaluation method. In [7], we conducted a performance 
test of the method comparing with subjective evaluation by 
human observers. In addition, we developed a new 
evaluation indicator to improve the correlation with human 
visual evaluation. However, there was a problem in that 
the evaluation indicator could not evaluate properly when 
there were multiple Mura on a screen. In order to solve the 
problem, we improved the evaluation indicator so that it 
can handle multiple Mura on a screen. In addition, we 
conducted a performance test of the new evaluation 
indicator and confirmed that the correlation with human 
visual evaluation was improved by using the new 
evaluation indicator. 

2 PREVIOUS METHOD 
We developed an evaluation system using a 

convolution autoencoder (CAE) to detect Mura 
automatically [6]. The CAE is one of the unsupervised 

learning methods and it can be used for an abnormality 
detection by learning with a lot of normal data [8, 9]. The 
CAE consists of 2 parts of an encoder and a decoder. 
The encoder extracts features of input data while 
decreasing dimensions of the input data. The decoder 
reconstructs input data from encoded data. In [6], we 
applied Mean Squared Error (MSE, Equation 1) function 
to the reconstruction loss provided that we performed 
𝑙2 normalization to the encoded data, and optimized 
parameters while decreasing the loss function. After we 
optimized the parameters, non-defective Mura data 
could be reconstructed well by the CAE. On the other 
hand, defective Mura data would be reconstructed worse 
because the CAE could not deal with the defective Mura. 
These properties of the CAE are useful for the 
abnormality detection. Therefore, we used the MSE as a 
main evaluation indicator.  
In Equation 1, 𝐽 is batch size in training phase or 1 in 
evaluating phase, 𝐼 is input to the CAE, 𝐸() is encode 
function, and 𝐷() is decode function. 

 
𝑀𝑆𝐸 =  1

𝐽
 ∑ (𝐼𝑗 − 𝐷(𝐸𝑐(𝐼𝑗)))2𝑗∈𝐽                  (1)  

 
(𝐸𝑐(𝐼) =  

𝐸(𝐼)
‖𝐸(𝐼)‖2

) 

 
MSE is calculated by using full screen’s data. Therefore, 
the larger defective Mura area is, the worse the MSE 
becomes. On the other hand, human observers tend to 
focus on intensity of Mura, not area of Mura. In order to 
adjust the evaluation indicator of the CAE to the human 
visual evaluation, in the previous method [7], we 
modified the evaluation indicator. 

First, we set to zero the squared errors at positions 
where the errors were lower than a threshold. Second, 
we calculated the summation of the squared errors after 
the threshold processing. Then, we divided the 
summation calculated at the second step by the areas 
where the squared errors were higher than the threshold 
at the first step. Finally, in order to minimize the 
difference between our quantitative evaluation and the 
human visual evaluation, we optimized the threshold 
while calculating the Pearson correlation coefficients to 
various thresholds. We defined the new evaluation 
indicator as 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 and show the equation in 
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Equation 2. In Equation 2, th means the threshold and m,n 
mean coordinate values of the input or output.  

 

𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 =
1

𝐴𝑟𝑒𝑎𝑡ℎ
∑𝑆𝐸𝑡ℎ(𝑚, 𝑛)
𝑚,𝑛

    (2) 

 

(

 
 
𝑆𝐸𝑡ℎ(𝑚, 𝑛) = {

0 ,          ((𝐼(𝑚, 𝑛) − 𝐷(𝐸𝑐(𝐼(𝑚, 𝑛))))2 < 𝑡ℎ)
(𝐼(𝑚, 𝑛) − 𝐷(𝐸𝑐(𝐼(𝑚, 𝑛))))2 ,    (𝑜ℎ𝑒𝑟𝑤𝑖𝑠𝑒)

𝐴𝑟𝑒𝑎𝑡ℎ =∑{0 ,         ((𝐼(𝑚, 𝑛) − 𝐷(𝐸𝑐(𝐼(𝑚, 𝑛))))
2 < 𝑡ℎ)

1 ,                                                     (𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒)
𝑚,𝑛 )

 
 

 

 

3 PROPOSED METHOD 
The 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟  was highly correlated with the 

results of human visual evaluation when there was single 
defective Mura on a screen but it could not evaluate 
properly when there were multiple defective Mura on a 
screen. This is because the 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 is calculated 
by using an average value of the squared errors above a 
threshold and it was affected by multiple Mura which have 
some intensities on a screen. As a result, even an 
originally defective Mura may be evaluated as non-
defective Mura.  

Therefore, we improved the 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 so that it 
can evaluate multiple Mura properly. First, as with the   
conventional process, we set to zero the squared errors at 
positions where the errors are lower than a threshold. 
Second, we applied connected-component labeling (8-
connectivity) for extracting multiple Mura. Finally, we 
calculated the 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟  for each labeled region. 
The calculation equation is shown in Equation 3. In 
Equation 3, as with Equation 2, th means the threshold. 
mi, 𝑛𝑖 mean coordinate values of the each labeled region, 
and Areath𝑖  means the area of the labeled region. By 
calculating the 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟  for each region, the 
results of each Mura are not affected by each other. 

 

𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟𝑖 =
1

𝐴𝑟𝑒𝑎𝑡ℎ𝑖
∑ 𝑆𝐸𝑡ℎ(𝑚, 𝑛)
𝑚𝑖,𝑛𝑖

    (3) 

 

(𝐴𝑟𝑒𝑎𝑡ℎ𝑖 = ∑ {0 ,      ((𝐼(𝑚, 𝑛) − 𝐷(𝐸𝑐(𝐼(𝑚, 𝑛))))
2 < 𝑡ℎ)

1 ,                                                  (𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒)
𝑚𝑖,𝑛𝑖

) 

 

4 EXPERIMENT 
We prepared pseudo Mura images and conducted 

human visual evaluation by our inspectors and Neural 
Network evaluation same as the previous study [7]. We 
prepared 52 pseudo Mura images, including images which 
include multiple Mura. These multiple Mura images were 
the most difficult to evaluate for the previous method. An 
example of a pseudo multiple Mura images are shown in 
Figure 1. We displayed pseudo Mura images on an LCD 
display (27.0 inches, 2,560x1,440 pixels, with maximum 
brightness of 400cd/ m2  manufactured by EIZO 
Corporation) in a dark room.  

 
Fig. 1 Some examples of pseudo multiple Mura  

The pseudo Mura image had small Mura (in blue circle) 
and large Mura. 

 
For human visual evaluation, we recruited 4 observers. 

They are each licensed to inspect displays quality that 
our corporation defined have experience of between 6 
years and 25 years. Each observer scored from 1 to 12 
points for each displayed image where 1 is the worst and 
12 is the best. Then we averaged the scores each of the 
4 observers achieved when they evaluated the various 
Mura. 

For quantitative evaluation, we displayed the pseudo 
Mura images on the LCD display and captured them with 
a two-dimensional luminance colorimeter to get 
luminance and color images in a dark room. Then, we 
input the data to the learned CAE to evaluate the pseudo 
Mura images. Finally, we calculated the 
 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟  of the previous method and the 
proposed method for comparison.  

5 RESULTS 
We checked the Pearson correlation coefficient 

between the  𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟𝑠 and the results of human 
visual evaluation. Figure 2 (a) shows the correlation 
between the previous method and human visual 
evaluation. Figure 2 (b) shows the correlation between 
the proposed method and human visual evaluation. We 
picked up the most difficult pseudo Mura images for the 
previous method for performance checks. Therefore, the 
correlation coefficient was quite low at -0.053. When 
there are multiple Mura on a screen, the previous 
method averages squared errors of all areas above the 
threshold and tend to evaluate better than actual results. 
On the other hand, we got a high correlation of -0.92 by 
the proposed method. The proposed method calculated 
the 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟  for each Mura on a screen. 
Therefore. it could be correlated with human visual 
evaluation.  

 
(a) Results of the previous method 
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(b) Results of the proposed method 

 
Fig. 2 Pearson correlation between our system and 

visual evaluations. 
The graphs had a visual rating of up to 7 out of 12. 

 

6 CONCLUSION 
In previous study, we developed the Mura evaluating 

system based on an unsupervised learning method of the 
CAE and we used the MSE as the evaluation indicator. 
Evaluation results of the previous method were greatly 
affected by the area of Mura because the MSE was 
averaged the squared errors across the entire image area. 
On the other hand, human observers do not tend to 
consider the area of Mura when they evaluate Mura. In 
order to adjust the evaluation indicator of the CAE to the 
human visual evaluation, we developed the 
𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟  to suppress the difference and to 
improve the correlation. The 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 had higher 
correlation than MSE and it was effective for general Mura. 
However, in certain cases, such as when there are multiple 
Mura on a screen, the 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 could not handle 
the multiple Mura. Therefore, we modified the 
𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 so that it can handle the multiple Mura. 
Through the performance test, we got higher correlation 
with human visual evaluations by using the modified 
𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟.  
 
Our conclusions are as follows. 
y We developed the new evaluation indicator for the 

Mura evaluating system based on the CAE that can 
be applied to multiple Mura on a screen.  

y We conducted an experiment with human visual 
evaluations and compared correlations between the 
human visual evaluation and each of the previous 
method and the proposed method.  

y The proposed method obtained higher correlation 
than the previous method. 
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