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 ABSTRACT 

Deep Neural Networks (DNNs) and big data on the In-
ternet have enabled us to achieve better image processing 
and editing than ever such as retouching, inpainting, style 
transfer, and so on. Our research group has been working 
on attractiveness prediction, reasoning, and even en-
hancement for images and videos, which we call “attrac-
tiveness computing.” Image processing in attractiveness 
computing also pay attention to image quality, not in terms 
of signal-to-noise ratios, but in terms of higher-level hu-
man affects such as impressiveness, instagrammability, 
memorability, clickability, and so on. Analyzing such at-
tractiveness was usually done by experienced profession-
als but we have experimentally revealed that properly de-
signed algorithms can perform as well as skilled profes-
sionals. In this paper, we introduce some of our repre-
sentative works and possible applications of our attractive-
ness computing for image enhancement.  

 

1 Introduction 
It has been almost a decade since Deep Neural Net-

works (DNNs) gave a big impact to our research commu-
nity by demonstrating overwhelming performance in image 
recognition in the ImageNet Large Scale Visual Recogni-
tion Challenge 2012 (ILSVRC2012) 1 . However, image 
recognition tasks are relatively easier to tackle because 
ground truths can be strictly defined, and the performance 
can be objectively evaluated. 

On the other hand, our research group is interested in 
more subjective problems: why some of the image/video 
contents are more attractive, impressive, appealing, etc., 
and how we can make the contents more attractive. Usu-
ally, it is thought that making images and videos more at-
tractive needs sense and skill and therefore it is hard for 
ordinary people to achieve it. Our research group call a 
task of predicting, reasoning, and enhancing the attractive-
ness of multimedia content as “attractiveness computing,” 
and has been doing research such as presentation analy-
sis [1]-[4], popularity analysis in social network [5]-[7], and 
so on. In this paper, some of our representative works on 
image processing and image quality enhancement are in-
troduced. 

 
1 https://image-net.org/challenges/LSVRC/2012/ 

2 Ultra-Fast Image Retargeting 
Image retargeting, which is a task of adjusting input 

images to arbitrary sizes, is fundamental image pro-
cessing to fit the input image to the given display sizes. 
However, image retargeting is generally computationally 
very expensive. We have proposed some optimization 
methods for ultra-fast image retargeting for 2D images 
[8] and 3D volume data [9].  

In one of the best-performing methods for 2D images 
called MULTIOP, the multiple retargeting operators were 
combined and retargeted images at each stage were 
generated to find the optimal sequence of operators that 
minimized the distance between original and retargeted 
images. The limitation of this method is in its tremendous 
processing time, which severely prohibits its practical 
use. Therefore, we proposed a method of predicting the 
optimal retargeting operator for each step using a rein-
forcement learning agent [8]. The technical contributions 
are as follows. Firstly, we proposed a reward based on 
self-play, which will be insensitive to the large variance 
in the content-dependent distance measured in 
MULTIOP. Secondly, we proposed to dynamically 
change the loss weight for each action to prevent the al-
gorithm from falling into a local optimum and from choos-
ing only the most frequently used operator in its training. 
Our experiments showed that our method achieved 
multi-operator image retargeting with less processing 
time by three orders of magnitude and the same quality 
as the original multi-operator-based method, which was 
the best-performing algorithm in retargeting tasks. The 
architecture of our proposed method is shown in Figure 1 
and some retargeting results along with generated oper-
ator sequences are shown in Figure 2. 

In volume seam carving, i.e., seam carving for 3D cost 
volume, an optimal seam surface can be derived by 
graph cuts and it was the only solution. However, it is not 
suitable for practical use because it incurs a heavy com-
putational load. We proposed a multipass dynamic pro-
gramming (DP)-based approach for volume seam carv-
ing, which reduces computational time and memory con-
sumption while maintaining a similar image quality as 
that of graph cuts. As can be seen in Figure 3, our pro-
posed method is very efficient while achieving visually 
pleasing results. 
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3 Reinforcement Learning for Image Processing  
Unpaired image-to-image translation, a task of learning 

the mapping from a source domain to a target domain in 
the absence of paired images, has achieved significant re-
sults owing to the recent development of neural-network-
based generative adversarial networks (GANs). Instead of 
simply generating images with a neural network, we pro-
posed a method to translate images with image editing 
software such as Adobe Photoshop for the following three 
benefits: translated images have no artifacts, the same 
translation can be applied to larger images, and the trans-
lation is interpretable [10]. To incorporate image editing 

software into a GAN, we proposed a reinforcement learn-
ing framework where the generator works as the agent 
that selects the software's parameters and is rewarded 
when it fools the discriminator (Figure 4). Our framework 
can use high-quality non-differentiable filters present in 
image editing software, which enables translation with 
high performance. Our experimental results shown in 
Figure 5 demonstrate that the proposed method 
achieves good performance. 

We also proposed reinforcement learning with pixel-
wise rewards (pixelRL) for image processing [11][12]. Af-
ter the introduction of the deep Q-network, deep RL has 

 
Figure 1 Illustration of the self-play reinforcement-learning-model architecture. The agent repeats receiving of the ob-
servation composed of the original image, the current retargeted image, a one-hot vector representing the number of 
steps to the end of the episode, and sampling two actions of the self and the opponent according to the policy output. 
Each current retargeted image is updated by the retargeting operator corresponding to the sampled action. At the end 
of the episode, the agent receives a reward based on the victory or defeat of the BDW score. The loss weight of the 
value network and the policy network are changed according to the number of times each action is selected in case of 
victory or defeat. CRL and CRR: cropping left/right, SCL: scaling, and SC: seam carving. 

 
Figure 2 Examples of sequential actions selected by the agent. The symbol below the arrow indicates the applied 
retargeting operator and the number of times it is applied. (©Lindsey Turner, Ted Van Pelt, Nithi Anand) 
 

 
Figure 3 Multipass DP for volume seam carving proposed to reduce computation time and memory consumption. Three 
example applications of multipass DP are presented. 
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been achieving great success. However, the applications 
of deep reinforcement learning (RL) for image processing 
are still limited. Therefore, we extended deep RL to pix-
elRL for various image processing applications (Figure 6). 
In pixelRL, each pixel has an agent, and the agent 
changes the pixel value by taking an action. We also pro-
posed an effective learning method for pixelRL that signif-
icantly improves the performance by considering not only 
the future states of the own pixel but also those of the 
neighbor pixels. The proposed method can be applied to 
some image processing tasks that require pixel-wise ma-
nipulations, where deep RL has never been applied. Be-
sides, it is possible to visualize what kind of operation is 
employed for each pixel at each iteration, which would help 
us understand why and how such an operation is chosen. 
We applied the proposed method to a variety of image pro-
cessing tasks: image denoising, image restoration, local 
color enhancement, and saliency-driven image editing. 
Our experimental results demonstrate that the proposed 
method achieves comparable or better performance, com-
pared with the state-of-the-art methods based on super-
vised learning (Figure 6).  

4 Realistic Augmented Reality 
We presented RGB2AO [13], a novel task to generate 

ambient occlusion (AO) from a single RGB image instead 
of screen space buffers such as depth and normal. 
RGB2AO produces a new image filter that creates a non-

directional shading effect that darkens enclosed and 
sheltered areas. RGB2AO aims to enhance two 2D im-
age editing applications: image composition and geom-
etry-aware contrast enhancement. We first collected a 
synthetic dataset consisting of pairs of RGB images and 
AO maps. Subsequently, we proposed a model for 
RGB2AO by supervised learning of a convolutional neu-
ral network (CNN), considering 3D geometry of the input 
image. Experimental results quantitatively and qualita-
tively demonstrate the effectiveness of our model (Fig-
ure 7). By using this technology, we can achieve more 
realistic augmented reality images for deeper immersion.  

5 Applications 
Though the works introduced in this paper are mostly 

on low-level image processing but have a lot of business 
applications. One of our most successful cases is the 
click rate prediction and improvement support for online 
banner images [14]. By showing the predicted scores 
and some design feedbacks, we can achieve better per-
forming advertisement. In addition, our techniques can 
be applied to social media marketing [7]. For instance, 
we could increase the number of likes of a certain fast 
food brand account. 

6 Conclusions 
In this paper, we introduced some representative 

works of our attractiveness computing especially focus-
ing on low-level image processing. We believe analyzing 
and enhancing the attractiveness of multimedia content 
is a promising direction with many real-world business 
applications. 
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Figure 4 Overview of our method. In our framework, the generator is trained with RL to control image editing software, 
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Figure 6 Overview of our method. In our framework, the generator is trained with RL to control image editing software, 
and the output of the discriminator is used as the reward. 

 
Figure 7 Ambient Occlusion (AO) generation from a single image with our RGB2AO framework. Given an RGB image 
(left), our model automatically generates an ambient occlusion map (center). We show two applications of applying the 
generated AO map effect: image composition (in the first row) and geometry-aware contrast enhancement (in the 
second row) on the right. The input images are from Adobe Stock. 
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