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ABSTRACT 
Projection mapping seamlessly merges real and virtual 

worlds. Although much effort was made to improve its 
image qualities so far, projection mapping is still unnatural. 
We introduce the first steps towards natural projection 
mapping by making the projection results consistent with 
the light field context of our daily scene. 

1 Introduction 
Projection mapping is a spatial augmented reality (AR) 

approach that manipulates the appearance of a physical 
object by projected imagery as if its surface reflectance 
property dynamically changes [1,2]. Researchers have 
considered that this illusionary effect is useful in various 
application fields including but not limited to 
teleconferencing [3-5], museum guide [6,7], makeup [8,9], 
object search [10-13], product and architecture design [14-
18], urban planning [19], artwork creation [20-22], 
medicine [23,24], and entertainment [25]. 

An advantage of the projection mapping compared to 
the other types of AR displays (e.g., optical and video see-
through head-mounted displays) is that users can observe 
the augmentations on neighboring physical surfaces 
without holding and wearing any devices. On the other 
hand, the surfaces can be arbitrary shapes and have 
spatially varying reflectance properties, and thus, the 
image quality of the projected image is easily degraded. 
For example, a non-planar surface deforms projected 
imagery, and a textured surface distorts the projected 
colors. Researchers have tackled these problems and 
developed various image correction techniques that 
successfully solved the issues [1,2]. However, even 
though the image correction techniques are applied, the 
appearance of the projected object is still not visually 
satisfactory in terms of naturalness. 

2 Primary Factors Causing Unnaturalness 
Fig. 1 shows the two primary factors causing 

unnaturalness in projection mapping. First, projection 
mapping works only in a dark environment. If there is an 
environment light, the contrast of the projected result 
significantly decreased, and essential image details would 
be diminished. Therefore, we always experience 
projection mapping in a dark environment where only a 
projected object is brightly lit. Human observers perceive 
that the object emits light rather than that the surface 

reflectance property is changed. Second, if a user 
locates between the projection object and the projector, 
they occlude the projected light, which casts its shadow 
on the object where no graphical information is visible. 
This also hinders the illusory effect of the projection 
mapping as if the surface reflectance property changes. 

 

 
Fig. 1 Primary factors causing unnaturalness in 

projection mapping 
 
 The two factors significantly degrade the naturalness 

of the projection mapping results because these are not 
consistent with the light field context in our daily 
environment. We usually observe physical objects under 
environmental lighting, where the scene around the 
objects is not dark. When we approach the objects, they 
are not completely occluded from the environment light 
sources, and thus, the surface textures are still visible. 
These light field contexts should be maintained in 
projection mapping to provide natural AR experiences. 
In this invited talk, I will introduce a technical solution to 
overcome each of these factors. 

3 Technical Solutions 
A technical solution for the dark environment problem 

is replacing room lights with projectors and reproducing 
the light field produced by the room lights using the 
projectors. Multiple projectors are required to illuminate 
the entire room's surfaces. In a pilot study, we prepared 
a small booth and installed seven projectors (Fig. 2a). 
We captured the surface appearance under room lights 
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using a 360-degrees camera. Then we turned off the room 
lights and reproduced the surface appearance using the 
projectors. Fig. 2b shows a projection mapping result 
under the room lights, where a white cube was the target 
object on which a brick texture is projected. Fig. 2c shows 
a result in a condition where our projector-based room light 
reproduction was applied. We found that the brick texture 
was clearer in Fig. 2c than in Fig. 2b. The contrast of the 
projected result was significantly degraded by the room 
lights in Fig. 2b, while that was not degraded in Fig. 2c. We 
also confirmed that the appearance of the other surfaces 
than the cube was also well reproduced by the projected 
imagery in Fig. 2c. 

 

 
Fig. 2 Multi-projection system for reproducing room 

lights. (a) Experimental setup. (b) Projection 
mapping result (brick pattern projection onto a 
white cube) under room lights. (c) Projection 
mapping result using our proposed system 

reproducing the light field of the room lights. 
 
Shadow removal in projection mapping has been 

extensively explored [26-36]. Most of the techniques 
developed in the past applied multiple projectors to 
remove shadows. More specifically, suppose a surface 
area is occluded from a projector, then another projector 
projects a compensation image onto the occluded surface. 
This approach works well when an occluder is static. 
However, due to the delay from the occlusion to the 
compensation projection, the shadow is not perfectly 
removed when the occluder moves. To overcome this 
limitation, we propose an optical solution. A shadow does 
not occur when the lens aperture of a projector is large 
enough. Therefore, we build a projection system whose 
aperture is large [37]. We applied a dihedral corner 
reflector array (DCRA) to our system [38,39]. DCRA 
collects light from a point light source to the plane 
symmetrical point. Therefore, we prepared an object 
whose shape is the same as the projection target 
(hereinafter, we call this object a copy object) and placed 
it at the plane symmetrical position regarding the DCRA 
(Fig. 3a). Then, the appearance of the copy object is 
transferred to the target. When we apply a large-format 
DCRA, then we can consider the aperture of this projection 

system as very large. In our preliminary experiment, we 
confirmed that a user’s finger did not cause a hard 
shadow on the projection target even when the finger 
touched the object (Fig. 3c). As a reference, when we 
projected the same texture onto the target object from a 
standard projector, the shadow occurred when the user’s 
finger approached the object (Fig. 3b). 

 

 
Fig. 3 Shadow removal by the proposed large 

aperture projection system. (a) Experimental 
setup. (b) A finger occludes projection light in a 

normal projection mapping system. (c) No 
shadow was cast on the target object touched 

by a finger. 
 

4 Conclusions 
This invited talk introduced our technical solutions to 

overcome the limitations causing unnatural projection 
mapping experiences. In particular, we showed a multi-
projection approach to reproduce the light field of room 
lights in a projection mapping application. We also 
demonstrated our optical approach to solve the shadow 
problem. I believe that these techniques will expand the 
application fields of projection mapping that allow users 
to experience AR without wearing nor holding any 
devices. 
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