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ABSTRACT 

The world has been affected by the pneumonia (COVID-
19), people began to wear masks in daily or working. It 
represented a huge challenge for face recognition. The 
algorithms would be less accurate if part of face was 
concealed in face detection and eye tracking in surgery 
room. 

AR surgical system displayed surgeon’s information 
about the lesion structure, and providing information in the 
surgery. The facial features are in partial occlusion. In this 
study, it proposed an anti-mask face recognition including 
eye tracking which can be implemented for direct-view AR 
in surgical navigation. This eye tracking technology 
combines a facial feature occlusion detection, and the ML 
algorithm to detect the eyes of the occluded face. The 
occluded features are repaired, and the machine learning 
library is used for facial landmark detection. Use the color 
space grouping technology to calculate the eyeball center 
point. The test verifies that the eyeball center accuracy has 
reached the level of 4 pixel.  

1 Introduction 
The information provided by the classical surgical 

navigation system cannot be superimposed with the 
position of the lesion to guide the operation. This situation 
prevents the doctor from synchronize hand and eye, but 
must swing his head to catch the information displayed on 
the screen. When the doctor focuses on the surgical 
procedure, the shift of the visual focus in an instant can 
easily cause blurred vision and increase the risk of surgery. 
To solve this problem, we propose an anti-masking eye 
positioning algorithm, which can realize the fusion of 
virtual reality through virtual reality in surgical navigation 
with transparent display screen. Combining the adaptive 
obscured facial detection technology, facial image 
restoration technology, and facial landmark restoration 
technology, we achieved the purpose of eyeball center 
positioning. This technology with a transparent display is 
equipped to provide the surgeon surgical navigation 
assistance of hand and eye synchronization. Transparent 
display smart surgical navigation system, as shown in right 
side Figure 1, provided intuitive and burden-free surgical 
situation. Make Doctor Always on the target. 

 

 

 
Fig. 1 Evolution of surgical navigation system 

2 Experiment 
Before the eyeball positioning for obscured face, the 

user's facial image must be captured and stored in 
database. The facial feature recognition algorithm is 
used for machine learning to perform facial feature 
detection and obtain the unmasked facial feature 
information position. Based on the direction and angle of 
head rotation, the most appropriate simulation model 
selection is performed. After the user's face image is 
restored, the position of the landmark near the eyes of 
the virtual image can be calculated based by a general 
cross-platform machine learning library. The self-
developed HSV clustering algorithm is used to calculate 
the position of different areas (eyeballs, sclera, and skin) 
to achieve eyeball positioning, as shown in Figure 2. 

 

 
Fig. 2 Eyeball positioning process for obscured face 

 The procedure of anti-masked face recognition and 
eye tracking contains obscured face detection, facial 
landmark restoration, facial landmark positioning of 
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restoration images, image processing and eye center 
position and tracking, has shown in Figure 3. 

 

 
Fig 3 Facial landmark restoration process for 

obscured face 
In order to achieve accurate eyeball positioning, the 

algorithm can be refined individually from the following 
points: 1) Consider the orientation of the user's face, and 
select the most appropriate non-masked face image in 
database to improve the detect accuracy of landmark 
position near eyeball by the general cross-platform 
machine learning library. 2) Revise the clustering 
algorithm for image near eyeball by adding attached 
blocks. With the addition of attached blocks, it is possible 
to more accurately and sharply distinguish the areas of the 
eyeballs, sclera, and skin. 3) We use AI inference to 
determine the reference eyeball center position. The test 
instructions are as follows: 

2.1 User's face orientation 
The user's face orientation can be determined by the 

following method. The aspect ratio of the bounding box 
and the image information of the bounding box are used 
to estimate the user’s face orientation. The relationship 
between the aspect ratio of the bounding box and the 
user’s face orientation has shown in Figure 4. 

 

 
Fig 4 Aspect ratio of bounding box versus user’s face 

orientation 
 

We can calculate the of head pose direction from 
bounding box’s aspect ratio by the following equation. 

 
Or equivalently 

 
The direction the head is facing (left or right) can be 

determined by the sign of the direction indicator. If the 
direction indicator is positive, the head is facing right. 
Conversely, if the direction indicator is negative, the 
head is facing left. The direction indicator is calculated 
from the framed image, and the description is as follows: 

The width of the bounding box is w pixels. First, the 
gray-scale signals of the bounding box are summed in 
the y direction, and then the differential of the sum in the 
x direction is calculated. Multiply the differentiated result 
with the following function g(x) and then add up to get the 
direction index. The flow chart of this procedure is shown 
in Figure 5. 

 

 
Fig 5 Direction indicator calculation 

Figure 6 shows the results of head orientation and 
direction indicators. The correct rate of head orientation 
is 76.3%. Comprehensive head orientation angle, as 
shown in Figure 7 and Figure 8, the average judgment 
error of all the judgments is 5.19 degrees. Based on the 
above experimental results, we have built several bionic 
models with different head orientation angles in the 
database, from 40 degrees to the left to 40 degrees to 
the right, with an interval of 5 degrees. 

 

 
Fig 6 Direction indicator vs user’s face orientation 

 

 
Fig 7 Predicted and actual user’s face orientation 
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Fig 8 Difference of predicted and actual orientation 

2.2 Revise the clustering algorithm 
Revise the clustering algorithm for image near eyeball 

by adding attached blocks. With the addition of attached 
blocks, it is possible to more accurately and sharply 
distinguish the areas of the eyeballs, sclera, and skin. The 
instructions are as follows. 

Set the image around the eyeball as the primary block, 
as shown in Figure 9. 

Calculate the grayscale distribution of the primary block, 
pick up the brightest and darkest positions of the grayscale 
brightness, and record the RGB color level of the brightest 
and darkest positions. 

 

 
Fig 9 Image near the eyeball center 

For example, as shown in Figure 10, the RGB color 
level of the brightest position is (blue: 37, green: 29, red: 
40), and the RGB color level of the darkest position is 
(blue: 190, green: 198, red: 227). 

 

 
Fig 10 RGB color level of the brightest and Darkest 

position 
Add an attached block at the two sides of the primary 

block. Fill up the color of the "brightest" position of the 
primary block in the left attached block. 

Fill up the color of the "darkest" position of the primary 
block in the left attached block, as shown in Figure 11. 

 

 
Fig 11 Primary block and attached blocks 

Then the primary block and the attached blocks are 
combined to perform the self-developed HSV clustering 
algorithm, as shown in Figure 12. When the points in 

primary block and the right attached block are in the 
same cluster, it means that these points is in the eyeball 
position. Geometric center of these points is the center 
of the eyeball. 

 

 
Fig 12 Self-developed HSV clustering algorithm 

without and with attached blacks 

2.3 The reference eyeball center position 
We use AI inference to determine the reference 

eyeball center position. 
We train a Convolution Neuron Network model [1] 

using the labeled 1028 images of the left eyes and 
labeled 1028 images of the right eyes. The loss during 
training process is shown in Figure 13. The difference of 
the eyeball center between the labeled and predict has 
shown in Figure 14. 

 

 
Fig 13 Training loss of reference eyeball center 

 

 
Fig 14 Position difference between labeled and 

predict eyeball center 

3 Results 
The distance between the eyeball position calculated 

by the revised self-developed clustering algorithm and 
the eyeball position predicted by the AI inference is the 
error of the revised self-developed clustering algorithm. 
a) As shown in Figure 12, the clustering result of the 
primary block will be affected by the size of attached 
block. b) When the ratios of single attached block and 
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the primary block are different, as shown in Figure 15, the 
calculation results of the eyeball center position are also 
different, as shown in Figure 16. c) The error of eyeball 
center position of different ratios is shown in Figure 17. 

 

 
Fig 15 Different block ratios a) single attached block 

area : primary block area=1:2 , b) single attached 
block area : primary block area=1:1 

 

 
Fig 16 Eyeball center position versus block ratio 

 

 
Fig 17 The eyeball center error versus block ratio 

4 Discussion 
From the above test, the aspect ratio of the bounding 

frame and the image signal of the bounding frame can be 
used to estimate the orientation of the user’s face, and 
from the database, select the most appropriate image to 
restoration landmarks of the obscured face. We verify the 
improved clustering algorithm results with the AI inference 
result. When the ratio of a single attached block to the 
primary block is 0.58, the best accuracy of the eyeball 
center position is achieved. 

5 Conclusions 
This research integrates obscured face detection and 

an eyeball positioning algorithm based on image clustering, 
developed an eyeball positioning mechanism for partial 
face occlusion. It can be applied to precise image fusion in 
the surge. Through improvements and tests, the accuracy 
of the eyeball center position can reach 4 pixels. 
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