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ABSTRACT 

This talk introduces embedded optical sensing 
techniques with display systems for virtual-physical 
interactions. With advances in ubiquitous sensing 
technology, we can design embedded optical sensing 
systems for various purposes, such as sharing facial 
expressions and wind for communications, to extend our 
possibilities in cyber-physical spaces. 
 

1 Introduction 
Interactions in between virtual and phsyical elements is 

an essential component to connect our daily environment 
and virtual environment seemlessly. Virtual physical 
interactions can be made by measurement and control of 
the states of a physical environment with a physics 
simulation in a virtual environment [1]. 

In ordinal cases, the measurement of a physical 
element can be made with various configuration with 
optical sensing systems such as a camera device. When 
we think about the minimum configuration of optical 
sensing, we see a single point photo sensor as one of such 
instances. By designing arrangements of single point 
photo sensors, we can make flexible sensing systems for 
virtual-physical interactions [2][3][4]. 

2 Virtual-Physical Interactions 
Virtual physical interactions allow us to have a strong 

sense of reality for virtual elements in extended reality 
environments. By having interferences between virtual 
and real elements, we are able to perceive illusion as if the 
virtual elements are there. Fig. 1 shows a possible 
interaction between a virtual element and physical robots. 

 

 
Fig. 1 An example of Interactions between a virtual 

object and physical robots [1] 
 

3 Implementations 
Detecting the position and rotation can be made with 

fiducials. By projecting gradient patterns [2], we are able 
to obtain these parameters with sensing units attached 
to robots. 

Facial expression is one of the essential components 
in our daily communication to express non-verbal 
gestures with emotional states. By embedding reflective 
photo sensors in wearable devices such as glasses [5][6] 
and head-mounted displays (HMDs)[7][8][9], it is 
possible to recognize the facial expressions of users. Fig. 
2 shows an implementation of such an HMD. 

  
Fig. 2 An embedded optical sensor array with a 

Head-Mounted Display [8] 
 
The atmosphere is an essential element in sharing our 

experiences in daily life. Suppose we can have a sharing 
functionality of a parameter of the atmosphere: wind 
speed between virtual and physical spaces. In that case, 
that can be a reasonable extension of remote 
communications with video chatting. We can realize 
such functionality by embedding photo reflective sensors 
with a projection screen [10]. And the sensor values can 
be used to reproduce the wind speed in the physical 
space.   

  
Fig. 3 A wind communication interface to make 

virtual physical interaction [10] 
 

Fig. 3 (left) shows a snapshot of a wind speed-based 
interaction with a virtual teddy bear robot [11]. Fig. 3 
(right) shows wind communication with video streaming. 
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Furthermore, we can also utilize such measurement 
results for controlling various items. Fig 4. shows an 
example of a facial expression-based control system of 
virtual wearable robot arms [12]. By using facial 
expressions that can be measured with ubiquitous optical 
sensing, we can drive such extended embodiment while 
keeping the degrees of freedom to move our hands and 
feet. 

 

 
Fig. 4 A facial expression-based control system of 

virtual wearable robot arms [12] 

4 Conclusion 
This talk introduced the possibility of extending 

interactions with virtual and physical spaces through 
ubiquitous optical sensing. Our ubiquitous optical sensing 
allows us to measure basic information, such as the 
position and rotation of physical instances, and advanced 
properties, such as facial expressions and wind speed 
distribution, with display devices. We can enhance our 
immersion in cyber physical spaces by having such 
information. 
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