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In the rapid advancement in informatics, there is a study of generating a caption for an input image. In this
study, we investigate the applicability of such method to auto-generate a radiological diagnosis report in
Japanese from a medical image. We built a deep-learning report-generating model, consisting of
convolutional layers and recurrent layers. For dataset, 5,000 reports previously diagnosed from 2015
through 2018, embedded with key-images are collected. In the collection, pairs of diagnosis statements and
first key-image are acquired for training and validation test-set. After running 50 epochs of training, loss and
convergence indicator has stayed around 0.46. With variation in diagnosis statement size and vocabulary size
the loss has not changed. From our results, it is clear that the training has not converged with 5,000 reports.
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Abstract: Since the number of images taken daily basis increases and the burdens of radiologists accumulate, it is essential

for radiologists to acquire some writing aid. In the rapid advancement in informatics, there is a study of generating a

caption for an input image. In this study, we investigate the applicability of such method to auto-generate a radiological

diagnosis report in Japanese solely from a medical image.
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1. Introduction

Since the number of images taken daily basis
increases and the burdens of radiologists accumulate, it
is essential for radiologists to acquire some writing aid.
In the rapid advancement in informatics, there is a study
of generating a caption for an input image. In this
study, we investigate the applicability of such method

to auto-generate a radiological diagnosis report in

Japanese solely from a medical image.

2. Related Works

In one of daily-emerging deep-learning-based
research in informatics, there is a study on auto-
generating descriptive captions for the content of a
Vinyals et al, 2015, have shown their success

SHIN

picture.
in generating captions for various images [2].
et al, 2015, has shown deep-learning method to extract

appropriate tokens from images [3].

3. Methods

In this study, focused on head-image diagnosed
reports, the applicability of the deep-learning method
of the auto-generating the caption

The dataset used for this experiment is from collected
data of 36,669 pairs of images and reports in Y’s
Reading in between May 9™, 2013 and May 17" 2018,
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limiting the diagnosis of heads. After cleaning the
dataset, limiting the token size of documents to 500
tokens, the total volume came down to 4,900 pairs.

For each report, it bundles with multiple key-images
in the order of their importance. Only the first image
is used for this experiment.

The deep-learning model used for captioning the
radiographs is a joint model of VGGNet for image
processing and auto-encoder model for natural
language generating.  The VGGNet, VGGI19, is
composed of 16 convolutional layers having small 3x3
filter kernels and 3 fully connected layers, originally
designed for ImageNet classification task [1][4]. For
this experiment, pre-trained VGGNet model on
ImageNet is used. The auto-encoder model consists
of LSTM layers in the shape of token size of document,
500, and hidden layer size, 256, for encoder and for the
decoder bidirectional LSTM layers are used with same
parameters as encoder. For the optimizer and loss
function, Adam and categorical cross-entropy are used.

All images are resized to 224 pixels by 224 pixels,
applicable size for VGGNet.  As for the text data, each

document is parsed using MeCab, Japanese
morphological analyzer, with default IPADIC and
Comelisyo [6].

In this experiment, 100 report-image pairs are used
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for training and it was tested for 1,000 training times
with batch size of 64.

Another 100 sample set aside from the training
samples are applied as test set. The result is evaluated
using BLEU metrics, widely used for Machine
Translation task [7]. It evaluates the matching ratio of

reference text to system’s output text.

4. Results
The graph below shows the training process with loss

value and validation loss.
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Figure 1 Training Result

Table 1 shows the output of this trained model with
untrained samples as input and corresponding correct
text. For the text evaluation, BLEU result is 27.13.

5. Discussion

From training dataset size applied for the training,
the training result, and the output text, it is apparent that
the training is over-fit. However there are some
insights in this result.  The output text shows
appropriate Japanese sentence constructed even with
the small amount training dataset.  For the future work,
all the dataset will be applied for the training.

Furthermore, attention model will be implemented to

see the semantics of words in the reports will

correspond to the appropriate portion in images.
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Correct Document System Output

1 <BOD> HAnA 7 BHE W WM & 8B oh £ A, <BOD> Binh 4 BE KN 8E FE 3 Bl °F ¢ A,
<EOD> <EOD>

2 | <BOD> &M H3 B /8% & R F¥ A . <EOD> <BOD> BAnd %4 EE AN HBE FE I3 B °F £€ A,

<EOD>

3 | <BOD> BAnA & FHE N BE FE Ik 5H TE F¥ A . <BOD> LA & BWE W Ik AE I £ ¥ £¥ A . <EOD>
<EOD>

4 | <BOD> 18 @ ®|E Z#E %W MR A5 ER TR L~ <BOD> BAnd %4 ZEE AN HE FE I3 B °F £€ A,
D KE I HH LI FE A, <EOD> <EOD>

5 | <BOD> - 2% H# & N WL % 8 <% € A <BOD> HnAh 4 HE AN #E KWL (X 18 <°F € A
<EOD> <EOD>

6 | <BOD> A& 1 ®1%E Bl o 24 A B EF : H0 &0 (C Bl <BOD> #oh HAoA HE N #RE HFE | Bl € ¢ A .
o T W EFT , BIF IT R T KB EFE 2 E1T . <EOD>
<EOD>

7 | <BOD> fEtk @ FEE & h2 HBE I B TF ¥ A <BOD> BAbA % BE N RE KL I3 16l °F £€ A
<EOD> <EOD>

8 | <BOD> x 5 @ FERA Ik A T& ¢ A . <EOD> <BOD> BALA A 12 1 1 1 1 £ A Ao o <EOD>

Table 1 List of system output corresponding to its correct text
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