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Abstract: The deep learning method has achieved good results in the diagnosis of chest X-ray (CXR). Existing research

is mostly based on the Chest X-ray 14 Dataset. It contains the CXR images with multi-label for the whole image, but the

type and specific location of the disease is also recorded in the report. For using such data, regional segmentation for

CXR is necessary. In order to be consistent with the records in the report, we divide the lung into four areas. And then, a

full convolution network used to achieve semantic segmentation of lung regions. Our best performing model, trained with

the loss function based on the Focal Loss, reached mean intersection-over-union (IoU) of 0.850.

Keywords: Lung regional segmentation, fully convolutional network, chest X-ray

1. Introduction

Chest X-ray is a basic procedure in radiology for
lung disease prediction and diagnosis. However, such
diagnosis is very time consuming and not objective. By
the development of Al, deep learning has demonstrated
remarkable strength in a variety tasks of medical image
analyses. With the recent availability of the Chest X-
ray 14 Dataset [1], many deep learning approaches
have been proposed to automatically diagnose the
thoracic diseases in CXR images. But these studies do
not give good results for diseases which do not have
obvious symptom (e. g., nodule). Wang et al. [1]
evaluated several deep convolutional neural network
(DCNN) architectures, reporting an area under the
ROC curve (AUC) of 0.75 on average. In his work, the
high resolution CXR image is compressed before it can
be used as a model input. Some other studies [2,3]
provide higher resolution input for the model by
segmentation or other methods. Through their results,
higher resolution does help improve the accuracy of
prediction.

In X-ray 14 Dataset, every CXR image has its multi-
label which tells the kinds of disease for the whole
image. This means that we have to use an entire map as

input of the model. However, CXR has a very high

resolution and image compression will lose some
information. In fact, there is a more detailed record in
the report. In general, CXR report records disease
information according to the lung field. (e. g., “There
is a nodule in the left upper lung”) This shows that the
disease in the report is recorded by type and field of the
lung. The definition of lung field is in accordance with
CITEC [4] standards. You can see the relevant content
in Sugimoto et al.’s [5] research. If we segment each
part according to the field, DCNN will have a higher
resolution input. Therefore, we want to make a model
for regional segmentation in CXR image.

Because there is no public dataset that is segmented
according to the fields of the lung. In this paper, we
made a dataset names Regional Segmentation in Chest
Radiographs (RSCR) basically according to CITEC
standards. The whole lung is divided into four parts: the
tip lung field, the upper lung field, the middle lung field
and the lower lung field (see Fig. 1). And then, we used
a full convolutional network structure DU-Net for the
segmentation. DU-Net has the structure similar to U-
Net and used the dense block which proposed in
DenseNet [6]. Since the number of pixels belonging to

each category of the four lung fields is not uniform
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Fig. 1 Segmentation process: from input CXR to mask of four
lung fields. Tip lung field, the upper lung field, the middle lung
field and the lower lung field were given the color yellow, blue,
green, red respectively.

(especially for background), and we also want to focus
on the samples which are difficult to train, Focal Loss
[7] was used as loss function in our work. We use the
mean IOU and Pixel Accuracy (PA) to evaluate the
results. We also implemented some comparative
experiment on the frequently used methods. Finally, we
also designed a method for obtaining the lung fields
from the high-resolution image based on the predicted
results. The segmented image will be facilitated to the

subsequent research.

2. Related Work

For segmentation of medical images, Greenspan et
al. [8] made a summary of the recent state-of-the-art
works in the field. The semantic segmentation typically
builds upon a vast set of training data (e.g., Pascal
VOC-2012 [9]). Such large datasets are not typical for
the medical domain. This means most current
approaches unfeasible, thus calling for a finely tailored
strategy.

Long et al. [10] introduced the concept of the Fully
Convolutional Net (FCN). Different from the classic
CNN that using the convolutional layer to obtain fixed-
length feature vectors for classification, the FCN can
accept input images of any size, and use the
deconvolution layer to restore the feature map of the
last convolutional layer. Upsampling it to the same size
as the input image produces a prediction for each

pixel ,preserving the spatial information of the original
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input image at the same time. Pixel-by-pixel
classification is performed on the upsampled feature
map to solve the semantic segmentation problem.
Ronneberger et al. [11] guide the resolution of feature
extraction, and thereby control the relationship of
features. The proposed U-Net consists of contraction
and expansion parts: in the contraction part abstract
features are extracted by consecutive application of
pairs of convolutional and pooling layers, while in the
expansion part the upsampling abstract features are
merged with the features from the contractive part. U-
Net is often used in medical image segmentation tasks.

SIJISRT  (Japanese Society of Radiological
Technology) image set often used for study of CXR
segmentation. It contains manual segmentations for
total lung fields, heart and clavicles. Alexey et al. [12]
reached mean Jaccard overlap scores of 95.0% for
lungs, 86.8% for clavicles and 88.2% for heart by using
the JSRT. Although his research is multi-class, he did
not follow the CITEC format for the lung field. Wang
et al. [13] used U-Net to get the segmentation of total
lung and made a CNN model to determine whether
CXR image is normal or not. His experiments prove
that using the segmented CXR image can improve the
accuracy of the judgment. Different from their
approach, we want to make a more specific
segmentation in the lung field.

Sugimoto et al. used Natural Language Processing
(NLP) to obtain disease information from CXR reports.
In his research, the information in the report was
extracted and formed into the structure according to the
CITEC. In order to use such data, we design a regional

segmentation model for the CXR image.

3. Materials and Method

1 RSCR

Our data set for the division of the lung field,
basically in accordance with the standard of CITEC.
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Fig.2 Structure of DU-Net

However, only the tip lung field, the upper lung field,
the middle Iung field and the lower lung field were
recorded in the study by Sugimoto et al., and there is no
separate record for the clavicle. So we divided the
clavicle into the area of the upper lung field. For the
part where the organs overlap, when making the mask,
restore the shape of the lungs as far as the naked eye is
visible (there may be lesions in these areas). In addition,
pacemaker will be considered as the background in this
dataset. We used Labelme [14] as the data annotation
software. When labeling, we classified left and right
upper lung fields as the same class, and the other lung
fields have the same practice. PSCR contains 250
anonymized CXR images taken from Osaka University
Hospital. The dicom format images were converted to
PNG format and retained the original resolution. All
labels are manually made and converted to binary
image format. 80% of the images are used for training,
10% of images are used for validation, and 10% of

images are used for test.

2 DU-Net
U-Net is often used in the study of CXR semantic
segmentation. In this paper, we used the improved DU-

Net. The structure is shown in Figure 2.
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h is the number of convolution filters.
DU-Net totally has six layers and h for each
layer will be 32, 64, 128, 256, 512, 1024.

We used a six-layer U-shaped structure that would
allow for higher resolution input. Skip layer in the
original U-Net helps upsampling to combines the
various layers of information in downsampling, in
order to restore detail information and progressively
restore image accuracy. In addition to retaining skip
layer, DU-Net also replaced the original convolution
layer with the dense block. It could superimpose the
feature map of current layer with the previous layer and
pass it to the next layer, which increases the fitting
ability of the model. In the process of upsampling, we
used deconvolution (start from the bottom layer, the
number of filters for deconvolution will be 512, 256,
128, 64, 32). Besides, relu combine with batchnorm
were added after convolution, and L2 regularization is

used on the global parameters.

3 Loss Function

In the semantic segmentation study of the lung, cross
entropy or dice is often used as a loss function. But our
target is to divide the lung into multi-class. Considering
the number of pixels belonging to each class is not
balanced, we used Focal Loss in the model. It has the

function as follow for multi-class task.
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Yy makes it possible to reduce the loss of easily
categorized samples. In other words, it will focus on
the difficult and misclassified samples. ( y = 2 is
recommended in the paper). In addition, the balance
factor a is added to balance the uneven proportion of
the different class samples. This need to be artificially

given.

4 Segmented Image Acquisition

In this section, we used the prediction results of the
model to obtain the segmentation mask image for each
lung field from the original resolution CXR. It was

done as the process of Fig. 3.
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Fig. 3 Process of segmented image acquisition.

resize 224x224

Here we use the upper right lung to illustrate. First
we calculated the smallest bounding box which
contain all the pixels predicted as right upper lung.
And then, project the bounding box onto the original
CXR image proportionally based on the resolution
information. We used the projected coordinates to get
the higher resolution segmentation images from
original CXR. Finally, the mask information of the
prediction result was merged with the segmentation

image to obtain the outcome.

5 Training Details

The proposed algorithm was implemented using
Keras [14] with Tensorflow [15] backend in Python
3.6. Input data were resized into two kinds of
resolution 256x256 and 384x384. They also have the
augmentation with a random translation maximum
range of 30 and 50 pixel for two different size. We set
the epoch with 300 iterations (batch size is 8) and
totally have 20 epoches. We adopted the Adam and set
the base learning rate to 0.001, and then reduced it a
factor of ten at 10 and 15 epoch. All weights were
randomly initialized, and the regularization coefficient
is le-4. For Focal Loss, we used recommended y =
2,and a for background 0.5, for other classes 1. Our

code is available in Github[17].

4. Results

1 Multi-class Segmentation

In the experiment we also used other models for
comparative experiments. Different loss functions and
different sized of inputs were adopted. Mean IOU and
Pixel Accuracy were used to evaluate the outcome. You
can see the results from Table 1.

For FCN, original U-Net and SegNet, we used cross
entropy as the loss function. All methods were
implemented with the same epoch and learning rate. It
can be seen from the table that DU-Net using focal loss
has obtained the best results. From the IOU results for
each class, the forecast score of the upper lung field is
the highest. This may be due to the clearer outline of
the upper lung field, while other parts are not easy to
distinguish. The tip lung field has the clavicle as the
dividing line with the upper lung field, so it has the
second best result. However, the judgment in the

middle lung field is rather vague.
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Table 1
Method tip upper middle lower mean [OU pixel accuracy
FCN[10] 0.757 0.816 0.681 0.772 0.757 0.903
U-Net[11] 0.825 0.830 0.811 0.833 0.826 0.937
SegNet[13] 0.799 0.806 0.785 0.781 0.792 0.920
DU-Net+dice 0.762 0.782 0.679 0.761 0.746 0.893
DU-Net+Cross Entropy 0.856 0.871 0.820 0.838 0.846 0.947
DU-Net+Focal Loss 0.852 0.875 0.828 0.846 0.850 0.951
DU-Net+Focal Loss (384x384) 0.847 0.869 0.815 0.836 0.842 0.943

We also plotted the pixel accuracy variation of the

DU-Net on the validation set during the entire training
process for different loss functions and input sizes. The
study speed of Focal Loss is lower than cross entropy
at the beginning, but it has a higher precision in the end.
It seems that higher size input did not work in this
experiment. Dice as a loss function did not get good

result. See Fig.4
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Fig.4 Pixel accuracy in validation set when training.

2 Segmented Image Acquisition

According to the mask information, we separated
each lung field from the original resolution CXR. The
segmented image is unified to a resolution of 224x224,
which is generally the input of the classification model.

The outcome of segmentation is shown in Fig.5.

i ii r Middle Lower

Fig.5 Segmented lung fields
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5. Conclusion

In this study, we have designed an end-to-end
regional segmentation method for lung field based on
deep learning. We introduced and evaluated our model
with some common methods. We also compared
different loss functions to prove that focal loss worked
best in this experiment. We believe that with more
training data and transfer learnt features from other
CXR-related segmentation tasks, it is possible to
further improve the scores.

Then, we used the model prediction to get the mask
information, and segmented each lung field from the
original high-resolution CXR image. The obtained lung
field segmentation image is consistent with the records
in the report. We will use these data in the future

classification tasks.
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