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In our previous work, an eye movement analysis using a deep convolutional neural network was proposed.

However, the low sampling frequency decreased the detection accuracy of eye events. The purpose of this

study is to evaluate the effects of the sampling frequency change in our eye movement analysis. The gaze

data of Lund University were used as open annotated data. It was then clarified that our method had high

accuracy rates of approximately 90%. Moreover, the change in the accuracy was continuously high

regardless of the sampling frequency in comparison to other methods.
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Abstract 

In our previous work, an eye movement analysis using a deep 

convolutional neural network was proposed. However, the low 

sampling frequency decreased the detection accuracy of eye 

events. The purpose of this study is to evaluate the effects of 

the sampling frequency change in our eye movement analysis. 

The gaze data of Lund University were used as open annotat-

ed data. It was then clarified that our method had high accu-

racy rates of approximately 90%. Moreover, the change in the 

accuracy was continuously high regardless of the sampling 

frequency in comparison to other methods. 
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Introduction 

It is beneficial to elucidate the difference of features between 

the beginner and the expert in the training of an advanced skill. 

Many examples use eye movement features for advanced skill 

training, especially in medical image interpretation in 

healthcare education [1]. 

An eye movement analysis detects eye events from the gaze 

data acquired by an eye-tracker [2]. Fixation, a vital eye event, 

is defined as the state where the gaze is relatively stable at or 

around a single point. There are many detection techniques, 

such as manual and statistical detection. In addition, there are 

advanced techniques that use deep learning technology [3]. 

In our previous study, we suggested the eye movement analy-

sis using a deep convolutional neural network (DCNN) [4]. It 

had a high detection accuracy and allowed eye events to be 

detected by classifying the images with a drawn path line of 

eye movements. 

The effect of the sampling frequency change in detection tech-

niques are a critical issue because it was known that the low 

sampling frequency decreased the detection accuracy of eye 

events generally [5]. The popularized eye-trackers, such as 

gaming input devices, are inexpensive and have low sampling 

frequencies under 100Hz. Thus, it was necessary to investigate 

the effects of the sampling frequency change in our method. 

The purpose of this study is to evaluate the effects of the sam-

pling frequency change in our eye movement analysis. 

Materials and Methods 

Materials 

In this study, we adopted the open annotated gaze data from 

the Humanities Lab, Lund University [6]. This was focused on 

eye movements when viewing still images, videos, and moving 

dots, using a hi-speed eye-tracker with a sampling frequency 

of 500 Hz. Events had been segmented into five eye categories 

by two experts manually. These were fixation, saccade, post-

saccadic oscillation, smooth pursuit, and blink. We selected 

the gaze data of still images because our target was medical 

images such as radiography, additionally limited to the annota-

tions of one expert (RA) who had processed a large amount of 

sample. Eventually, 79,805 gaze points comprised the total 

gaze data from 16 participants. The gaze data of ten partici-

pants were separated for training the DCNN that was being 

developed, and residue data were used for the validation. The 

validation data of each sampling frequency were created by 

resampling at intervals for target frequency from raw data 

(Table 1). Annotations to created gaze data were reclassified 

into the fixations and the non-fixations because it was chal-

lenging to detect detailed eye events from data of the low sam-

pling frequency. 

Table 1- Properties of each sampling frequency in the valida-

tion data 

Sampling 

frequency [Hz] 

Intervals 

[ms] 

Number of 

gaze points 

Number of 

fixations 

500 - 29,332 20,518 

250 2 14,693 10,267 

125 6 7,359 5,138 

100 8 5,905 4,112 

50 18 2,966 2,065 

25 38 1,488 1,043 

Eye movement analysis using the DCNN 

Path line images were created by drawing path lines that con-

nected short consecutive gaze points [4]. Those gaze points 

were extracted by a window size of 100 ms, because the fixa-

tion was defined as maintaining a gaze for ≥ 100 ms [2]. Other 

settings of path line images were as follows; image size, 28 × 

28 pixels; compressed the coordinate of gaze points to 1/8; 
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allocated the center of gravity of those gaze points to the cen-

ter of the image; three pixels width and the grayscale color of 

path line. The supervised labels were determined to the anno-

tations at the central point of gaze points. Those procedures 

were conducted in the training data and the validation data of 

each sampling frequency. However, the number of fixations 

were three times larger than that of non-fixations, and this bias 

was inappropriate with training a neural network. Thus, the 

number of fixations and non-fixations in the training data were 

equalized by selecting randomly from fixations. The parame-

ters of our DCNN were learned by this training data. The 

model of our DCNN consisted of four convolution layers, two 

max-pooling layers, three dropout layers, a global average 

pooling layer, and a full-connected layer [4]. TensorFlow 

1.12.0 was used as the deep learning framework and Python 

3.5.6 as the programming language. 

Comparison with other eye movement analyses 

Our eye movement analysis using DCNN was compared with 

other methods. The “emove” for R package was adopted as the 

dispersion technique [7]. A dispersion technique is a conven-

tional method for eye movement detection whereby distances 

are calculated from x and y coordinates of visual points when 

in the threshold range. The “gazepath” for R package was 

adopted as the velocity technique [8]. A velocity technique is a 

conventional method for eye movement detection when dis-

tances per unit of time exceed the threshold. The Startsev’s 

method (hereafter called “BLSTM”) was adopted as a method 

using deep learning published in the current journal [3]. It is a 

highly accurate method and is that the eye movements are de-

tected by qualifying the alterations of x and y coordinates of 

gaze points as time-series data, using a technique of long 

short-term memory in a recurrent neural network. 

The F score of fixation was used as an evaluation index and 

was calculated from the confusion matrix of the predictions 

from each eye movement analysis and the ground truth, which 

was the annotations by a Lund University’s expert. 

Results and Discussion 

Figure 1 shows a relationship between the F score of fixation 

and the sampling frequency in each method. The scores of the 

emove and the gazepath remained constant up to the medium 

sampling frequency. However, it did decrease at the low sam-

pling frequency, and a theoretical result was obtained. The 

BLSTM showed the highest score at 93% at a sampling fre-

quency of around 200 – 100 Hz. Although it had the lowest 

score at 53% at the low sampling frequency. Furthermore, 

because the publicly available parameters of the BLSTM were 

learned by 250 Hz gaze data, the score could be improved by 

training the parameters according to the sampling frequency. 

 

Figure 1- The relationship between the F score of fixation and 

the sampling frequency in each method 

In contrast, the scores of DCNN were stable at around 90% 

regardless of the sampling frequency and were higher than 

other methods at the high and low sampling frequency. In our 

eye movement analysis using DCNN, the eye events were de-

tected by classifying the images in drawn path lines of gaze 

points. That is identical to the data interpolation because the 

drawing of the path line filled intervals between gaze points. 

Therefore, the F score of fixation in our method could not be 

decreased, even in the sparse data. 

Conclusion 

In this study, the effects of the sampling frequency change 

were clarified for our eye movement analysis using DCNN. 

Compared with the other methods, it had stable and high accu-

racy, as well as the best performance, regardless of the sam-

pling frequency. Although, the accuracy was even more pro-

found, especially at the low sampling frequency. 
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