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In order to reduce the burden on the facilitator in the large-scale opinion concentration system COLLAGREE, we propose a 
topic change judgment method using distributed representation. The proposed method extracts important words from utterances 
using extractive summaries and calculates similarities between utterances using distributed expressions. Experimental results 
show that the proposed method has higher performance than the comparative method and word extraction contributes to 
performance improvement. 
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R
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Algorithm 1  
1: Input :  R 

Output :  Notify 
P G = ;  
procedure topicChange(R) 

SG = {}; 
update(R)  
for Each pastR  PG do 

sim = similarity(R, pastR) 
if sim > threshold then 
SG.append(pastR) 

Notify = False 
if SG = {} then 

Notify = True  
return Notify 
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okapiBM25[Robertson, 1995] LexRank[Erkan, 

2004]

Algorithm2  

Algorithm 2  
1: Input : remark  
2: Output : combinedWeight 
3: Array sentList; 
4: procedure calcCombinedWeight(reamrk): 
5: bm25Weight = calcBM25Weight(remark) 
6: for Each sent  remark do 
7: sentList.append(sent) 
8: lexWeight = calcLexRank(sentList) 
9: for Each word  bm25Weight.keys() do 
10: wordWeight = bm25Weight[word] 
11: if word is  then 
12: wordWeight *=4 
13: sentWeight = 0 
14: for Each sent  remark do 
15: if word in sent then 
16: sentWeight+=lexWeight[sent] 
17: combinedWeight[word] = Weight*sentWeight 
18: return combinedWeight 
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Precision Recall Difference 
 1  

( =1) 0.257 1 0.404 

 2 
 (TF-IDF ) 

0.489 0.558  0.069 

 3 
 (LDA ) 0.573 0.317 0.256 

 1 
 ( ) 0.515 0.552 0.037 

 2 
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0.833 0.046 0.787 

 2: 2 
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