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Particle swarm optimization (PSO) is a population based stochastic optimization technique inspired by social behavior of 
bird flocking or fish schooling. PSO has been applied to various combinatorial optimization problems belonging to non-
deterministic polynomial-time hard (NP-hard) combinational problems. Of these, the traveling salesman problem (TSP) is one 
of the most important problems in the fields of technology and science. Insertion-based PSO strategy (IPSO) is an algorithm 
that improved the PSO for TSP. The update of the particle in IPSO is done by using the information of the own best solution 
and the solution of the nearby particles. However, IPSO has a problem that it converges to the local optimal solution before 
sufficient search. Therefore, we proposed to provide the information of the farthest particle and the randomly selected particle 
as well as nearby particles for the particle s update. We confirmed the effectiveness of our algorithm using several benchmark 
problems taken from the TSPLIB, which is a library of traveling salesman problem. 

 

1.  

 (Traveling Salesman Problem,TSP) 

(Particle Swarm Optimization, PSO)[Kennedy 95]
TSP PSO Insertion-based PSO 

strategy, IPSO) [  16] IPSO

IPSO
  

TSPLIB
 

2.  

2.1  
Particle Swarm Optimization,PSO

(
)

    ( )   ( ) 

( ) = ( − 1) + ( − 1) (1)( ) = ( − 1) + − ( )                  + − ( ) (2)    [0,1]       
PSO

 
                   

 (1)  
 

                   
 

 (2)  
1

 

2.2 PSO  
IPSO PSO TSP

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

1E1-02



 

- 2 - 

IPSO
 

              = 1
 (3) = ∩

       ∩                            
 

          ′   
9 TSP 1 1= (1,4,7,5,6,9,8,3,2) 1 4   3

2 1  
Ⅰ        ′         ′       = [ ( + 1)] (4) = [ ( + 1)] (5)      [0,1]    [0,1]    [ ( +1)] ( + 1) 1′ = (5,4,8,7)  ′ = (8,9,6)

 
Ⅱ ′  ′ ′ ′ 

1
8 ′ 8′  

Ⅲ ′    ′  ′ ′ 1′  ′ 4,5,6,7,8,9   = (1,2,3)  
Ⅳ ′  ′  ′ 

1 1 3  ′ 
 

Ⅴ ′  ′  ′ 

1 5 3  ′  
 Ⅰ Ⅴ  

 
 

 
 

  , ,      ′     ′          
 

1
TSP

 
 

 
1  

 

3.  
IPSO              

 

4.  
IPSO      

= ⎩⎪⎨
⎪⎧  ℎ   ℎ   ℎ   (6) 

  

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

1E1-02



 

- 3 - 

                 
 

5.  
TSPLIB

TSP rd100 kroA150 kroA200
pr299  = 64  = 2= 0.9 = 0.1            = 0.6 = 0.3 = 0.1 
rd100 kroA150 20000 kroA200 pr299
30000 50 1 4

   
 

1 rd100 50  
rd100( 7910)   

(%) 88 98 

(%) 0.0099 0.0002 

 0.0601 0.0018 
 
 

3210.4 1961.0 

( ) 8.3 6.5 
 

2 kroA150 50  
kroA150( 26524)   

(%) 10 34 

(%) 0.25 0.05 

 0.24 0.12 
 
 

6951.2 4349.9 

( ) 32.7 33.0 
 

3 kroA200 50  
kroA200( 29368)   

(%) 2 20 

(%) 0.50 0.25 

 0.29 0.25 
 
 

13684.2 12206.1 

( ) 100.5 88.7 
 
 
 
 

4 pr299 50  
pr299( 48191)   

(%) 0 2 

(%) 1.13 0.63 

 0.39 0.44 
 
 

21655.9 20767.4 

( ) 261.7 247.7 
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