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Experimental Analysis of Effect of Reducing Search Space for Relevance Feedback Based on SVM
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SVM (Support Vector Machines) based relevance feedback has proposed. Vector space model is often used for
document retrieval. At that time, the search space may become very large because the document vectors have
too many attributes which included in the documents on the database. It is presumed that search performance
decreases due to the presence of meaningless attributes. However, it is not clear the effect of the size of the search
space for the search performance. Therefore, we compared among eight search spaces and conducted an experiment.
The search space based on attributes included in the presentation documents improved search performance.
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∗1 http://www.lextek.com/manuals/onix/stopwords2.html
∗2 http://tartarus.org/?martin/PorterStemmer/
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1:

m = 1 m =2 m = 8 m = 9

TF 1154 2103 5340 5662

TF-IDF 447 1316 4249 4581

m = 1 m = 2 m = 8 m = 9

TF 581 798 1928 2016

TF-IDF 223 601 1803 1884

m = 1 m = 2 m = 8 m = 9

TF 676 1425 4241 4656

TF-IDF 245 653 2672 2956
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