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MCMC  
Learning of Relative Spatial Concepts from Utterances based on MCMC sampling 

 *1 *1 *1 *2 *2 *1*3 
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This paper presents a method for learning relative spatial concepts and phoneme sequences which represent spatial concepts and 
objects from utterances without knowledge of words. First, phoneme sequences recognized by a general speech recognizer are 
divided into words on the basis of NPYLM. Then, parameters of the relative spatial distributions are estimated from the segmented 
words and location information by MCMC sampling. In the experiments, the result showed that the parameters were estimated 
correctly by the proposed method. Moreover, phoneme sequences which represent spatial concepts and objects were learned
successfully by the proposed method.  

 

1.  

[  10][  15]   

[  17]

1
[Landau 93]

[  17]

  

2.  

1

ID ID
 

  

 
 1

3.  

 2

 

3.1  

[  15] (i) (ii)
(iii)

[  
17]

[  15]

 

 
 2  

sagara@umelab.jp

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

1N1-01



 

- 2 - 

Weighted Finite-State Transducer (WFST) 

NPYLM
Neubig [Neubig 10]

3-gram

  

 3  

3.2  

 1

 4

 
 5 2

(1)

 

  

  (1) 

(2) (4)(4)4((

(5)
 

     (2) 
    (3) 

     (4) 
     (5) 

(6)

(

 

   

  (6) 

(7)
(11)

 

     (7) 
     (8) 

     (9) 
    (10) 
    (11) 

(12) (13)

0 (14)
(15)  

     (12) 
     (13) 
     (14) 

     (15) 

Metropolis-Hastings

 

 1  

(1.5[m], -87[°]) (1.2[m], 65[°])

 
 4  

 
 5  

(ii)

(i)

(iii)
      

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

1N1-01



 

- 3 - 

2
𝐶𝑛𝑟 𝑛
𝐶𝑛𝑜 𝑛
𝝅𝑟
𝝅𝑜
𝒙𝑛𝑘 𝑛 𝑘
𝑶𝑛 𝑛
𝜇
𝜆
𝜈𝑠 𝑠
𝜅𝑠 𝑠
𝑤𝑛𝑖 𝑛 𝑖
𝝓𝑠𝑟 𝑠
𝝓𝑘𝑜 𝑘
𝝍
𝑖𝑛𝑟 𝑛
𝑖𝑛𝑜 𝑛

𝜇0, 𝜆0, 𝑎0, 𝑏0𝜈0, 𝜅0,𝑚0, 𝜎0𝜶𝑟, 𝜶𝑜, 𝜸𝑛𝜷𝑟, 𝜷𝑜, 𝜷𝜓
 

4.  
 

4.1   
16 4

1
 3 (a) (b) X

Y  20
X, Y  3 

(c) ”|”
4

256(=16 4 4)  
1 1

256  3 
(d) Julius-4.4.2[Lee 01] Julius

v4.4 DNN  

 3  
(a)

 

(c)
ID 
1 X Y
2 X Y
3 X Y
4 X Y
5 X Y
6 X Y
7 X Y
8 X Y
9 X Y
10 X Y

 

(b)

 

(d)  
ID 
1 
2 

  

4.2  

(1)  

latticelm v0.4

latticelm 1000
SRILM SRI International

ngram-count
30  

(2)  
 3 (c)

DP

2  
 

 
 2

 

(3)  
 4  3(c)

256
49 19.1[%] 17

6.6[%]   
 4  

(4)  
 

 | 

3-gram

n-gram
 

4.3   

(1)  

3

 5
1

256  

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

1N1-01



 

- 4 - 

A
B,C,D

B,C,D

B
10  

(2)  
10

 6

 5

 

 5

(a)

0.0 0.6±2.6 
180.0 177.0±1.3 
90.0 90.9±1.7 

-90.0 -91.3±2.7 
 

(b)

14.0 11.9±1.3 
14.0 15.2±1.4 
14.0 15.8±2.2 
14.0 14.5±1.6 

(16)
RMSE(Root-Mean-Square Error)
𝑍 𝑆 𝑠

𝑥𝑠 𝑧 𝑠  �̂�𝑧𝑠  

RMSE =
⎷
√√√ 1
𝑍𝑆∑∑(𝑥𝑠 − �̂�𝑧𝑠)2

𝑆

𝑠=1

𝑍

𝑧=1
 (16) 

7
 

 
(a)  

 
(b)  

7

B
8

 9
 

 
(a) A 

 
(b) B 

 
8   9

(3)  

10 2  

𝜃𝑛𝑘 2

 

2

 
 

5.  

 

ID

 

 
[Landau 93] B.  Landau, R. Jacknedoff: “what” and “where” in 
spatial language and spatial cognition, Behavioral and Brain 
Sciences, Vol. 16, pp. 217-265, 1993. 
[Lee 01] A. Lee, T. Kawahara, K. Shikano: Julius --- an open 
source real-time large vocabulary recognition engine, In Proc. 
European Conference on Speech Communication and Technology 
(EUROSPEECH), pp. 1691-1694, 2001. 
[Neubig 10] G. Neubig, M. Mimura, S. Mori, T. Kawahara : 
Learning a Language Model from Continuous Speech, Proc. 
Interspeech, 2010. 
[  17] , , , , , 

MCMC 35
, 2I1-05, 2017. 

[  17] 
, 

2017 pp.359-
364, 2017  
[  10] , , , , , 

, , Vol. 25, No. 4, pp. 5491-5501, 2010. 
[  17] , , , 

SLAM
, , 3D1-OS-37a-2, 2017. 

[  15] , , , , 
, LDA NPYLM

, 
Vol. 30, No. 3, pp. 498-509, 2015. 

1.82

27.3

5.34
2.32

0

5

10

15

20

25

30

A B C D

RM
SE

0.99

1.36 1.45

1.17

0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5
1.6

A B C D

RM
SE

[%][%] [%] [%][%]

 
6

99.9 
99.4 

97.9 

96.6 

95

96

97

98

99

100

A B C D

[%]

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

1N1-01


