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ABSTRACT 
In banner advertising, Click Through Rate (CTR) is one of the 
most important indicators to evaluate one advertisement’s 
quality. Advertisers create massive number of banner candidates 
in empirical ways, then proceed to actual tests by delivering 
advertisement to measure each banner’s effectiveness. This 
process is expensive and therefore our CTR prediction helps 
reducing online advertising costs. In this work, we propose a 
method to classify ‘effective’ and ‘ineffective’ advertising 
banners based on image processing using state-of-the-art CNN. 
We first focus only on images then conduct experiments 
including metadata (product, advertiser, etc) to increase the CTR 
prediction accuracy and demonstrate which metadata is the most 
influential. Subsequently, each approach is compared to human 
performance. In the second part of our work, we detect which 
parts of the image contribute predominantly to increase the CTR 
by generating heat maps for each classes. This work leads to a 
deeper understanding of a banner advertising success and helps 
making decisions on how to improve it. 

1 INTRODUCTION 
In the field of banner advertising, Click Through Rate (CTR) is 
one of the core indicators to describe one advertisement’s 
efficiency [10]. Scoring each banner’s real quality is very 
expensive and time consuming as advertisers rely on concrete 
trials over a tremendous number of banners to infer. Moreover, 
in some cases, promising candidates are not used, because 
advertisers filter out many of them without use to decrease 
advertising costs, and this process strongly depends on intuition 
of staffs. Accurate CTR prediction helps reducing online 
advertising costs and improving its performance. 

In this work, we propose a CTR prediction method based on 
image processing using a state-of-the-art CNN [5, 6], and 
demonstrate that a machine learning technology overcomes 
human performance. CTR prediction using visual features such 
as CNN is emerging and further study is needed. In addition, 
current research in Deep Learning gave impressive results for 
Image Classification and more precisely for feature extraction [5, 
6, 11]. As in banner advertisement, visual feature is highly 
correlated to attractiveness [4], recent studies addressed CTR 
prediction based on CNN as feature extractor [3, 7]. Throughout 
this study, a CTR classification model is proposed. 

The organization of the paper is as follows. In section 2, 
related works are summarized. The methods and experiments  
 

 
adopted for this work are described in section 3. Data cleaning 
process is explained in subsection 3.1. In subsections 3.2 and 3.3, 
the architectures and the experimental results are outlined. 
Moreover, training details are developed in subsection 3.4. In 
section 4, experimental results are interpreted in regard to our 
knowledge. Eventually in section 5, our conclusions are 
established and we discuss our future work. 

2 RELATED WORK 
This work is related to Image Recognition using Deep Learning 
as well as CTR prediction. In the past few years CNN have 
demonstrated high capabilities to process images [5, 6, 11]. In 
2012, the first CNN was used to win ILSVRC, a well-known 
Image Classification challenge based on ImageNet dataset. Since 
then, Deep Learning techniques evolved and their performances 
drastically improved to eventually overcome human-level 
performance [14]. Considering such technological advances, 
several studies soon started to explore CNN techniques for 
Online Advertising, and specifically Banner Advertising [1-3, 7]. 

In this regard, Fire et al. [1] experienced an ImageNet pre-
trained CNN to automatically determine banner categories. 
Fortunately, banners included in our dataset had been manually 
categorized already. Nevertheless, ImageNet classification can 
still be of use to enhance the image description and give more 
impact to the visual information [12]. Thus, our work explores 
CTR classification using an architecture similar to Chen et al.’s 
study [2] and proposes an alternative by introducing ImageNet 
1,000-class log-probabilities as CNN input. Moreover we use 
variable number of metadata and interpret their impacts, 
constructing a metadata-expandable architecture. Eventually we 
compare those results to human performance which, to the best 
of our knowledge, has never been conducted in others studies. 

3 METHODS 

3.1 Data Sets and Cleaning 
For this study, we used images collected over two years by So-
net Media Network Corporation (SMN), an advertisement 
delivering company, for a total of 115,250 advertisement banners. 
The dataset in itself is widely heterogeneous on many aspects as 
it was gathered from 2,585 different advertising companies, 105 
product categories (rent, sale in lots, newly-built, etc), 20 product 
category groups (real estate, etc) and 13 different sizes of banners. 
These product categories and product category groups are 
manually defined by human. As a consequence, data-
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preprocessing was essential and mainly impacted the quality of 
our results.  

The first step was to prevent leakage issue. In banner 
advertising, it is common to create several near identical images 
to fit different displayed sizes and identify the impact of minor 
modifications. This process implies that a large number of 
banners are near-duplicate. This number is difficult to estimate 
and in many cases induces leakage. Indeed near-duplicates are 
repeatedly present in the training set and test set and usually have 
close CTR values to each other. In practice we sorted our sets in 
a way that every near-duplicate banners are in the same set. This 
prevents the model to be tested on a banner where near-duplicate 
was in the train set. 

The second step was disposing of duplicate banners. 
Conversely, same banners can also have very different CTR 
depending on the commercial strategy or the device on which it 
is displayed. This results in admitting in our dataset several 
possible CTR values for the same banner. Though those 
information might give decisive clues to advertisers, this makes 
CTR prediction even more complex. Hence, duplicate banners 
were removed from our dataset reducing their number to 85,255. 
The CTR value selected among duplicate was the one 
corresponding to the highest number of impressions, as its value 
is more representative of the overall banner effectiveness. 

The third step was to select images whose aspect ratios are 
similar. When using a deep learning algorithm, considering 
images of variable input size can be delicate. The common 
practice is to re-scale the input image, which can induce huge 
distortions when the banner aspect ratio differs from 1:1. In that 
sense, only banners being close to square were considered, with 
ratio between 6:5 and 1:1. A majority of the banners used for 
online advertisement are long-shaped, shrinking the dataset size 
to 35,108 banners. Every experiment described in this study has 
been conducted on this dataset 

3.2  Network Design 
Our first approach was to fine-tune a ResNet-101 architecture [6]  
to classify the banners. Here the final fully connected layer has 
simply been truncated and replaced with another fully connected 
layer with two output nodes in the output layer. Each node 
returns a value corresponding to ‘effective’ and ‘ineffective’ 
classes respectively. This output can be interpreted as the overall 
effectiveness of the banner (see Fig. 1).  

Figure 1: Simple architecture using a fine-tuned ResNet-101 
to extract image features. 

As the CTR distribution significantly changes for each device 
(smartphone or PC), the device in which the banner will be 
displayed is later included in the model. Progressively the same 
process is repeated, using an increased number of metadata 
such as the category of the advertisement and the image size. 
Metadata are processed using a Multilayer Perceptron (MLP). 
In the last fully connected layer (FC) the ResNet-101 and MLP 
outputs are concatenated to compute the effectiveness (see Fig. 
2).  

Figure 2: Architecture using fine-tuned ResNet-101 and 
metadata.  

The last architecture uses the device, the size and the category 
as metadata plus the log-probability for each ImageNet label, 
obtained by the mean of another ResNet-101 trained on 
ImageNet dataset (see Fig. 3). 

Figure 3: Architecture using fine-tuned ResNet-101, 
metadata and ImageNet-trained ResNet-101 1,000 log-
probabilities. 

For comparison and to understand the impact of metadata for 
our task, we also considered an architecture composed solely of 
metadata and ImageNet 1,000-class log-probabilities (see Fig. 4). 

Figure 4: Architecture using image metadata and ImageNet 
1,000 log-probabilities only. 

4 EXPERIMENTS AND TRAINING 
DETAILS 

4.1 Experiments 
As aforementioned, the main objective of this work is to help 
advertisers and banner advertising experts having a hint 
concerning a banner’s quality. We used a state-of-the-art ResNet 
architecture pre-trained on ImageNet dataset. Therefore, we 
focused on a simpler task consisting in predicting a banner as 
‘effective’ or ‘ineffective’. We define a banner as ‘effective’ 
when admitting a CTR above a specific threshold and 
‘ineffective’ when under a second specific threshold. Practically, 
we set those threshold as to divide our dataset between the 30% 
most effective and 30% most ineffective banners. To prove 
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superiority of machine learning over human, we asked seven 
members of SMN to try classifying manually few banners. In that 
sense, we train several architectures and measure the impact 
of .adding data others than image features to the model. Our 
intuition here is that an image itself cannot contain enough 
information to make the prediction accurate, additional metadata 
are needed. In this regard, we gradually include metadata in the 
model and evaluate the performances thereafter. Our latest 
experiment includes ImageNet labels as log-probabilities. 
Further we use grad-CAM technique [8] to generate heat-maps 
corresponding to each ‘effective’ and ‘ineffective’ classes. Thus, 
we visualize which part of the network is mostly decisive in the 
last convolutional layer of our network. This technique is applied 
to the entire test set. However, due to copyright issues only one 
sample can be displayed in this paper. 

4.2 Training Details 
For each architectures we used a dataset composed of 35,108 
banners as described in subsection 3.1. Therefore we divided our 
dataset in two splits of which represents 80% and 20% of the 
dataset for the train set and the test set respectively. 

Furthermore, to transform our problem into a classification 
problem two CTR threshold values are determined on the train 
set such that two different classes are obtained: the 30% highest 
and lowest CTR values, referred as top30 and bottom30 classes. 
As a consequence, the dataset size is reduced to 60% of its 
original size corresponding to 21,064 banners. 

For the training itself, we implemented the model using 
PyTorch framework and used one TITAN Xp as GPU. Moreover, 
we used SGD with momentum of 0.9 as optimizer and Cross 
Entropy as loss. We used a learning rate of 1e-4, with weight 
decay of 1e-3 and a batch size of 32 to try reducing overfitting 
[9]. Regarding the implementation, we incorporate metadata in 
the form of a one-hot vector as input of the MLP. 

5 RESULTS AND DISCUSSION 

5.1 Results 
In the following section we present the results obtained after 
training different architectures described in the above section. 
The results show the accuracy obtained after the training of 
several models on our dataset, considering top30 and bottom30 
classes. Each architecture’s tag described in Table 1 corresponds 
to the data used during training. During this study, we trained 4 
different architectures described in subsection 3.2, gradually 
increasing the amount of metadata. As a result, 61.9% accuracy 
is obtained using metadata and log-probabilities compared to 
64.1% when using image features only. 

Further, when using devices as metadata and image features 
at the same time an even higher accuracy of 66.5% is achieved. 
Next, we increase the number of metadata, including the device, 
size and category group of the image. In this scenario, the 
metadata input size is 35 and the accuracy reaches its peak of 
69.3%. The last experiment includes the maximum number of 
information: size, device, category group, ImageNet log-
probabilities as MLP input, as well as the image features. In this 
case, the accuracy falls to 64.6% (see Fig. 5). In addition we 
conducted several experiments using marginal thresholds values 
(see Table 1). 

Figure 5: Accuracy obtained with different architectures.  

Table 1: Accuracy obtained for different threshold values. 

Once the previous results obtained, we generate two heat 
maps using grad-CAM technique [8] for each banners of the test 
set. Each heat map highlights the part of the image that 
contributes to either being ‘effective’ of ‘ineffective’. On Fig. 6, 
the part of the banner where it is written “Machine Learning” in 
Japanese is highlighted as contributing to make the CTR higher. 
Same process demonstrate that the part where “Full-scratch” in 
Japanese is highlighted as contributing to make the CTR lower. 

Figure 6: grad-CAM application. 

Finally, manual classification were directed by seven 
members of SMN among 100 randomly chosen pictures from the 
test set. Three of those members have been Artificial Intelligence 
Laboratory members for 3 years, two have been working in SMN 
for around 1.5 year and the last two members are working in 
“Advertising Banner Team” for less than a year. Manual 
classification resulted in 52.7% accuracy. 

5.2 Discussion 
In this subsection we discuss the results obtained in the preceding 
one. First, we noted that the accuracy using only metadata is 
lower than when using only image features. This suggests that 

Threshold (%) Accuracy (%) 
50 58.691 
40 58.604 
30 69.258 
20 69.211 
10 66.272 
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the banner itself contains more decisive information than 
advertisement metadata and ImageNet labels. 

Moreover, Fig. 6 demonstrates the significance of metadata 
for CTR classification as the accuracy steadily increases with the 
quantity of metadata. Even though some redundant information 
can be found in the image features and the metadata, the accuracy 
obtained using both combined demonstrates that each feature is 
separately decisive and must be included. 

However, the last model including the most important amount 
of data as input shows an accuracy of 64.6 % slightly higher than 
64.1% obtained with image features only. Our explanation is that 
the information contained within the 1,000 log-probabilities is 
somehow redundant with the feature-extracted information. 
Adding those information increased overfitting. Better 
regularization could help solving this problem, unfortunately this 
was not conducted in this study due to time constraints. 

Therefore, using grad-CAM technique [8] to understand 
deeper the model decision-making [13] appears promising. Here 
the result is coherent with actual job market. As machine learning 
is currently popular, job-seekers might be appealed by those 
words. Nonetheless, implementing machine learning from 
scratch is not common as most user prefer utilizing framework 
and other ready-to-use tools. 

Furthermore, Table 2 shows that the accuracy is higher for 
smaller threshold values. This is expected as a lower threshold 
implies important visual differences between banners. The 
exception is the accuracy observed for top10 and bottom10. In 
this scenario, only 20% of the total dataset is used and smaller 
dataset have been proven to impact unfavorably deep learning 
models. 

Overall, every result obtained is significantly higher than 
human performance. This situation expresses the actual difficulty 
of the task and even though our model still has a considerable 
margin of progression, it seems to surpass human capabilities. 

6 CONCLUSIONS AND FUTURE WORK 
Through this study, we addressed a key point of banner 
advertisement that CTR prediction is. In this field, the common 
way to estimate any banner efficiency without actually delivering 
them is empirical. As it is, this process in time-consuming and 
expensive for advertisers. Thus, offering decisive clues to 
dissociate different banners is primordial. While many factors 
influence an image’s CTR, our experiments expose the adversity 
of CTR prediction. As results subsection 5.1 highlights, 
advertisement-related professionals cannot produce a good 
estimation off-hand. Concerning our best classifier, an accuracy 
approaching 70% can be achieved and outperforms considerably 
human performance. The impact of metadata have been 
demonstrated, improving by 7% point the prediction accuracy. 
Additionally, metadata by itself can be used to achieve 61,9% 
accuracy compared to 62,8% when using image features only. 
This points out that even though the image itself contains more  
decisive information than metadata, both have separated impact 
and need to be taken into account simultaneously. 

Furthermore we believe that our results can fairly be 
improved using other visual recognition technologies such as 
Optical Character Recognition (OCR). All the banners used were 
provided by Japanese advertisement companies. This implies 
that content information can be extracted as well as visual 

information using OCR. Eventually, we have the intention to 
forthwith conduct real-world experiments to validate our model. 
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