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In this study, we aim to find effective and personalized questions from a questionnaire that enable answerers
clustering. We propose a question selection method based on a Bayesian network model that is constructed from
probabilistic clustering results. We show that the gap between the accuracies of estimating cluster index of our
method and the upper bound of them is very small.
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2.1 PLSA
PLSA(Probabilistic Latent Semantic Analysis)

[Hofmann 99]
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2.3
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2.3.2
C = {c1, ..., cx, ..., cX}

Q = {Q1, ..., Qy, ..., QY }
Q y Qy

Qy = {q1, ..., qk, ..., qny}
Qy

ProbChange(Qy)

ProbChange(Qy) =
∑

q∈Qy
d(q) (2)

d(q) =
∑

c∈C

∑1
x=0 DKL(new p(q, c = x), old p(q)) (3)

old p(q)

q

new p(q, c = x)

c x(0 1)

q c = 0

c c = 1

c 2 KL

2.3.3

(ProbChange)

preQ

nextQ

nextQ = Qnextqid (4)

nextqid = arg max
y|1≤y≤Y,y/∈preQ

ProbChange(Qy) (5)

ProbChange

3.
18

5

4164

3373

4.

4.1
3373 PLSA

7

Bayonet[ 03]

4.2

PLSA

PLSA

5

5

1

3

30

30 PLSA

(

)

2

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

1P1-02



4.3
2

matching rate:

hit rate: 1

4.3.1 matching rate

1 ( matching rate )

matching rate

matching rate =

∑
d
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min(label(d),recommend)
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4.3.2 hit rate

2 ( hit rate )

hit rate

hit rate =
∑

d step(matching(d))

D
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step(x) = 1 : x > 0 (8)

0 : x � 0

hit
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matching rate recommend = 3

recommend = 3 matching rate

hit rate
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