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In this research, we propose a method incorporating structure of ordered logit model into output layer of Self-Attentive-
LSTM. This helps to predict ordinal variables. Model with using this method learns relationships among classes since the 
order of classes are assumed in advance. We show this model is useful when the objective variable is ordinal by applying to 
"The economic watcher", data surveyed by the Japanese Cabinet Office. When predicting the Economic assessment index, 
this proposed method improved F-measures of both sides of the ordinal indices compared to Self-Attentive-LSTM. 
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OL-ALSTM Precision Recall F-measure 

 
 

1 0.458 0.221 0.298 
2 0.504 0.571 0.536 
3 0.658 0.694 0.676 
4 0.701 0.746 0.726 
5 0.440 0.027 0.051 
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1 0.526 0.166 0.252 
2 0.508 0.596 0.549 
3 0.654 0.713 0.682 
4 0.720 0.735 0.728 
5 0.800 0.002 0.005 

 

5.  
Self-Attentive-LSTM

OL-ALSTM

F-measure

OL-ALSTM Self-
Attentive-LSTM

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

1P1-03



 

- 3 - 

  
 

 
[Bahdanau 2015]  Bahdanau, D. et al: Neural machine translation

 by jointly learning to align and translate, arXiv:1409.0473, 2
014.   

[Hochreiter 1997] Hochreiter, S. and Schmidhuber, J.: Long shor
t-term memory, Neural computation, Vol. 9, No. 8, pp. 1735-
1780 , 1997. 

[Jianlin 2008] Jianlin, C. et al: A neural network approach to or
dinal regression, IJCNN , 2008. 

[Luong 2015] Luong, M. et al: Effective approaches to Attention
-based Neural machine transaction, proceedings of the 2015 
Conference on Empirical Methods in Natural Language Proc
essing, pages 1412-1421, 2015. 

[McCullagh 1980] McCullagh, P.: Regression models for ordinal
 data, Journal of the Royal Statistical Society B, 42, 109-142,
 1980. 

[Mikolov 2013] Mikolov, T. et al: Distributed Representations of
 Phrases and their Compositionality, In Proceedings of the 26
th Neural Information Processing Systems, NIPS 2013, pp.31
11-3119, 2013. 

[wat] , ,  http://www5.cao.go.jp/kei
zai3/watcher/watcher_menu.html 

[wik] , , https:/
/dumps.wikimedia.org/jawiki/ 

[Zhouhan 2017] Zhouhan, L. et al: A Structured Self-attentive S
entence Embedding, arXiv:1703.03130,  2017. 

[  2016] , , 
,  20

,  2016 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

1P1-03


