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We propose in this report a method for searching local correlations among features, where the locality means
that the correlations are verified only for some parts of non-negative data matrix. As the number of such local
correlations is large, we try to control the diversity by presenting a hint set, a small set of feature pairs demonstrating
local correlations. Then a subspace with composite features as its axes is constructed so that the paired features
become close on the subspace. The process of searching such a subspace is realized by applying NMF for shared
subspace with a graph regularization term.
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