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In recent years, there are many researches of deep reinforcement learning to realize autonomous motion of robots. In deep 
reinforcement learning, a large number of trials such as thousands of times or more are required to realize sufficient 
performance as a learning result. However, learning in a real environment often requires assistance by people, so it is difficult 
to do thousands of trials. In this research, we create a learning database from efficient reinforcement learning that utilizes 
knowledge about tasks given by people in advance, and realize learning with a relatively small number of trials by performing 
mini batch learning using that database. We apply our proposed method to learning of picking task in the logistics warehouse 
and show the usefulness of our proposed method by comparing the results with other methods. 
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Deep Q Network[Mnih 2013] [Mnih 2015]
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