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With the remarkable development of Intelligent Transportation System in recent years, it is possible to easily
collect traffic information and various information of the vehicle. Probe information provides more extensive traffic
information in addition to the observation information. In this paper, we consider the traffic flow prediction
method on urban road using probe information. Accurate and real-time traffic information is indispensable for
the deployment of high-performance intelligent transportation systems. Traffic flow is complicated, but by deep
learning that can acquire feature quantities automatically, it is possible to express the characteristics of the traffic
flow without the prior knowledge such as the characteristics of the site, and it is expected to improve the prediction
accuracy. Therefore, in this research, we consider a traffic flow prediction model using deep learning. Also, we
compared it with other traffic flow prediction method.
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