
Reconsidering the computational model for the auditory nerve:
unsupervised learning or task-based optimization?

Hiroki Terashima Shigeto Furukawa

NTT
NTT Communication Science Laboratories

Efficient coding has been a leading computational principle to understand the sensory systems. The auditory
nerves have been explained by unsupervised learning of natural sounds: their filter shapes resemble the basis
optimized to code human voice. However, the previous study did not clearly distinguish sounds recorded in
studios and those in the environment. We found that the model fails to explain the auditory nerves when applied
to environmental recordings because of reverberations. How can we model the auditory nerves including the
environmental modulations? We hypothesized that the auditory nerves are optimized to perform auditory tasks we
face in the environment. To test this, we trained a deep convolutional neural network to classify phonemes based
on their reverberated waveforms. The filters learned in the first layer showed characteristics similar to the auditory
nerves. The results suggest that the auditory nerves efficiently encode task-related information rather than the
entire incoming signal.
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