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Sentiment Classification with Gated CNN using Spatial Pyramid Pooling
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The paper proposes a neural sentiment classification system with Gated CNN applied Spatial Pyramid Pooling.
We apply Gated CNN to feature generation from text but not language model construction. Moreover, to generate
the final single feature vector the proposed method uses max pooling and Spatial Pyramid Pooling. In experiments
we evaluate the proposed method with real datasets: amazon product reviews. We confirmed the proposed method
achieves the same performance as SVM with linear kernel without any customization.
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3. Spatial Pyramid Pooling
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3: (F )(Amazon )

SVM GCNN GCNN

(Linear) (no SPP) (SPP)

Electronics 0.91 0.91 0.89

Home & Kitchen 0.91 0.92 0.87

Sports & Outdoors 0.90 0.91 0.91

Health & Personal Care 0.88 0.88 0.90

Video Game 0.87 0.88 0.87
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