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In annual securities report, various information such as corporate policy, risk management, R&D, and so on, is included 
other than business performance. Previous researches proposed the extraction methods of important sentences containing 
causal information from financial articles and texts but not annual financial reports. In this paper, we applied these extracting 
methods based on SVM discriminant model to annual securities reports in our original way. Our method indicated high 
performance and all evaluations, that were precision, recall and F-score, showed more than 0.8. By using our model, useful 
information from annual securities reports would be collected effectively, which allow us to make unique investment 
decisions.  

 

1.  

[  2015] [  2014]

 

[  2011] [  2015] 

[  2015b] 
[  2017]

[  2015a]

 

*1

*2

[  2011] 

                                                   
*1  45

30
3

 
*2  

HP EDINET
 http://disclosure.edinet-fsa.go.jp/ 

103-
0026 8-1

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

2O4-04



 

- 2 - 

TOPIX1000
2008 2016

 

2.  

[  2011]

SVM*3  

SVM SVM
C 1.0

1

2
 

 
1  

 
2  

 
 

 

 

 
 

 
17 7 1

 

                                                   
*3  python

scikit-learn  
http://scikit-learn.org/stable/index.html 

2.1  

[  2015] 
37

2

3  
 

3  
   

   
   

   
 

2.2  

(1)  
SVM

1-1 1-4

 
 

 
1-1

3 459 3 17 9

17  
1-2 459

 
1-3

1
1377 459 3 1

1  
 

1377

3

2-1
2-4

782
595 733 644  

 

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

2O4-04



 

- 3 - 

1377
3 459  

9 3
 

3

 
2-3

2 5
3
 

 

(2)  
SVM

[  2011] 4
4 5

SVM
1

0
MeCab*4[  2004]

CaboCha*5[  2002]  
 

4  

  

 

 

 

 
5  

 

 

3  

 
 
 

2
 

 
 
  

 
 

                                                   
*4 http://taku910.github.io/mecab/ 
*5 https://taku910.github.io/cabocha/ 

5  

 

3.  
SVM 6

F

 

F  0.8 7
 

 
6  

   F   

 
 

0.85 0.89 0.87 733 

 
 

0.87 0.82 0.84 644 

 0.86 0.86 0.86 1377 

 
7  

  

 1,455 40
 

 
 

9
4

 

 
 

 

4.  

F  0.8
1

6 4

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

2O4-04



 

- 4 - 

SVM
2-3 3

3

8

5

SVM

 
 

8  

 
 

 
 
 

  F   

 
 0.93 0.93 0.93 590 

 0.91 0.91 0.91 454 

 
 0.58 0.74 0.65 143 

 0.75 0.60 0.67 190 

5.  

F
 0.8

 
SVM

 
 

 
[  2015] : 

, 29
 , Vol.29, pp.1-3, (2015) 

[  2017] : PDF
,  (D), 

Vol.J100-D, No.2, pp150-161, (2017) 
[  2002] : 

, , Vol.43, No.6, 
pp1834-1842, (2002) 

[  2004] : Conditional Random 
Fields , 

 (NL), Vol.2004, No.47, pp89-96, (2004) 
[  2014] : 

, , Vol.52, No.4, 
pp.67-75, (2014) 

[  2015a] : 
, 15  

, pp.7-12, (2015) 
[  2015b] : 

PDF , 
, Vol.30, No.1, pp.172-182, (2015) 

[  2011] : 
,  (D), Vol.J94-

D, No.8, pp1496-1506, (2011) 
[  2015] : PDF

,  (D), 
Vol.J98-D, No.5, pp811-822, (2015) 

 
 

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

2O4-04


