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The authors have been studying haiku generation by computer. A haiku composed of fragmentary words with, basically, 
only 17 syllables and haiku generation by computer is an interesting theme. Although there have been various approaches to 
haiku generation, in this paper, based on their previous haiku generation studies including the following two approaches or 
methods, the authors present a consideration on the possibility of a unified approach of the top-down generation methods 
using mainly symbol processing techniques and the bottom-up generation methods using chiefly neural processing such as 
deep learning techniques. 

 

1.  

2009a

 
 

2009b

 
 
 
 

                                                   
1

2018 3 8
https://www.itoen.co.jp/news/detail/id=25019 
2

 (  2018 3 8 ) 
https://itoen-shinhaiku.jp/assets/pdf/high_school.pdf 

 

[Martin 2017]

 
 

[  2000]
” ”

 

 

2.  

 

152-52 g031n019@s.iwate-pu.ac.jp 

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

3B1-OS-22a-04



 

- 2 - 

2.1  
[  2017]

 
Yahoo! 

Web API  
1

[  
2008] 63  

63

1
2  

 
1  
  

 → → → → →  
  
  
 6 

 
2  

1 2 3 4 5 6 7 

 59 51 32 42 33 14 1 

 4 12 30 17 6 0 0 
 

1 6
2 1

7 1 7
63

30

3  
 

3  
(2) (3) (3) (3) (1)  
(3) (2)

 

[Ogata 2016]

                                                   
1    
(  2018 3 8 )  
http://www.benricho.org/moji_conv/japanese-
analysis.php 

1 3

 

63

 

2.2  
[Itou 2017]

 
 

1. A  
2. A ( B C)

 
3. B C D  
4. A B C D  
5.  

 
2 3

B,  C,  D

 4 4
 

 
4  

 A B D C  

  
 

  
 

 
3 B

D A
C C

 

 

 
[

 2017,2018]
 

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

3B1-OS-22a-04



 

- 3 - 

3.  
[  

2017,2018]
Chainer1 Long-

Short Term Memory( LSTM)[Sepp 1997]
LSTM

 2 62  

3.1  
62

MeCab[Kudo 2004] [  2018]
IPAdic UniDic

IPAdic  
<BOS> <EOS>

<BOS>
<EOS>

5  
 

5  
    

100  
 

1000 
 

 

2000 
 

 

5000 
 

 
 

5 100

 

3.2  
3.1

3.1 <BOS>
<EOS>

                                                   
1 Chainer: A flexible framework for neural networks (

2018 3 8 ) https://chainer.org/ 
2     
(  2018 3 8 ) 
http://www.bashouan.com/Database/Kikou/Okunohosomichi_ho
kku.htm 

6
 

 
6

    

100 
  

   

1000 
   

    

2000 
   

   

5000 
   

   
 

[  
2018]

3.1

 

3.3  
3.1 3.2

7  
 

7

  

100    
   

1500    
   

3500    
   

 
7

( )
[  2017]

 

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

3B1-OS-22a-04



 

- 4 - 

4.  

 
 

1

1

 
 

 

[  2017]
 

 

 
 

[  2017]

[Itou 2017]
[Itou 2017]

[  2017]

 
 

 
 

 

5.  

 

 
[Itou 2017] Itou, T. & Ogata, T.: Haiku Generation Using 

Appearance Frequency and Co-occurrence of Concepts and 
Words Proc. of the 11th International Conference on 
Cognitive Science Presentation Number 121.03 2017  

[Kudo 2004] Kudo, T., Yamamoto, K. and Matsumoto Y.: 
Applying Conditional Random Fields to Japanese 
Morphological Analysis, Proceedings of the 2004 
Conference on Empirical Methods in Natural Language 
Processing (EMNLP-2004), 230-237 2004  

[Martin 2017] Martin, L. J., Ammanabrolu, P., Hancock, W., 
Singh, S., Harrison, B. & Riedl, M. O.: Event representations 
for automated story generation with deep neural nets 
Proceedings of KDD 2017 Workshop on Machine Learning 
for Creativity 2017  

[Ogata 2016] Ogata, T.: Computational and Cognitive 
Approaches to Narratology from the Perspective of Narrative 
Generation in Ogata, T., & Akimoto, T. (eds.), 
Computational and Cognitive Approaches to Narratology, 
IGI Global, pp.1-74, 2016  

[Sepp 1997] Sepp, H. & Jurgen, S.: LONG SHORT-TERM 
MEMORY Neural Computation  Vol.9  No.8  pp.1735-
1780 1997  

[  2017] : 

( 56 ) pp.33-34 2017  
[  2018] : 

( 57 ) pp.35-
37 2018  

[  2017] : 
― ―

34  P2-48 2017  
[  2008] , , , , 

:  20  
 ,  2008.  

[  2009a] : KADOKAWA 2009  
[  2009b] : 

2009  
[  2000] : KADOKAWA 2000  

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

3B1-OS-22a-04


