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In recent years, Japanese companies are seeking employees with high communication skills. Therefore, there are
companies that adopt group discussion at the time of job selection recruitment.Therefore it is thought that by
raising communication skills the possibility of succeeding in job hunting can be increased. Repetitive practice is
thought to be effective for improving communication skills, while a corresponding partner is required to do iterative
practice. However, preparing partners is not easy for many students. We are developing a training system for group
discussion with virtual agents and robots. In this paper, we propose for robots participating in group discussion.
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Situation Precision Recall F-measure

Idling 0.537 0.536 0.536

Listening 0.566 0.566 0.566

Speaking 0.453 0.450 0.452
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