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This paper investigates the meaning of words acquired by Word2Vec using visualization. Word embedding such as 
Word2Vec has been popular in different kinds of applications using text data. Word embedding represents words in a corpus 
as vectors, based on which calculation in terms of those meanings is possible. However, it is difficult to interpret dimensions 
of a vector space. In order to investigate word categories of which meaning is obtained by Word2Vec, and dimensions 
corresponding to the meaning, this paper examines the variance of word vectors belonging to a word category, and visualizes 
word vectors using PCA-based scatter plot and radar chart. 
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