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Although the importance of AI ethics has been increasingly recognized, it is hard to say that the results of the
discussion is incorporated into research and development of AI technologies, so there is a gap between them. In
this research, we provide an organic and dynamic AI ethics library with the aim of resolving this gap by supporting
the practice of ethical design by AI engineers. Here, organic means that it deals with complex relations among
different AI ethics discourses. And dynamic means that, in interaction with users, it dynamically adopts new issues
and helps users think in their own contexts.

For example, AI ethics library visualizes a structure of each AI ethics discourse in a standard form, presents the
distance and relationships among the discourses, and seamlessly connects them on the extension of AI technologies.
Furthermore, AI ethics library is expected that the AI ethics side can also be reconstructed as a more practical one
through the practices.

In this paper, with clarifying the framework of AI ethics by applying the ethical design theory, we introduce the
overview and cases of AI ethics library and evaluate its effects.
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1: Overview of the system for the organic and dynamic
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2: Redefined version of the hierarchical representation of
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3: Visualization of the grammar of design with discourse:

(1) Since A is a personal reason, I/we generate a design

that B will change to C in the hierarchical representation

of artifacts, (2) If B is changed to C at the parameter level,

then D will change to E at the target level, (3) If B is

changed to C, then F will change to G as the effects on

me [Sekiguchi 10]
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1: Overview of Stored Active and Public Trees

Tag Document Details N

EAD Ethically Aligned

Design

Principles of Ver-

sion 1

4

EAD2 Ethically Aligned

Design

Principles of Ver-

sion 2

5

AAP Asilomar AI Princi-

ples

Ethics and Values 14

RDP AI R&D Guidelines Principles 10

RDU AI R&D Guidelines Use cases 10

ML Machine Learning Overview of the

algorithm

5

EIT Ethical IT Innova-

tion

RFID case 1

OTH Others Authors’ design

etc.

5

54
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wide further
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long
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future tasks

5: Visualized images of AI ethics discourses [IEEE 17,

AI 17b, FLI 17]
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Trees (”R” at the top of the left column signifies the Rank)
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6: A case of the path recommendation: (a) Para-

graph vectors => provide state-of-art results on several

text classification; (b) Society (as infrastructure) => as-

sure the safety and security of AI/AS to ensure they are

designed to contribute to the building of public trust in

AI/AS; (c) AI/AS => be verifiably safe and secure through-

out their operational lifetime; (d) People => assure that

AI/AS do not infringe human rights; (e) Society => hold

more freedoms; (f)=(b); (g) Governance framework, in-

cluding standards and regulatory bodies => be established

to oversee processes of assurance and of accident inves-

tigation to contribute to the building of public trust in

AI/AS [Le 14, IEEE 16, FLI 17]
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