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This paper reports a plan of the experiment on goo-net, which is one of the largest used car sales sites in Japan. The purpose 
of this experiment is to examine whether assisting a development of customer preference by recommendation is effective for 
conversion in EC. We suggest two methods of developing customer preference: LDA (Latent Dirichret Allocation) and 
contextual bandit algorithm. LDA uses various activity logs, for example price and color, to give a recommendation adjusted 
for each customer. In addition, contextual bandit algorithm aims to help customers clarify their hidden preferences. We use 
HHI, Herfindahl-Hirschman Index, as context variable. We show that HHI has significant differences in the distribution 
between consumers who reach CV (preference well developed) and those who do not.  
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