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This paper examines the applicability of the reinforcement learning schema for modelling player’s decision-making
process within a signaling game context where one player has information the other player does not have. This
situation of asymmetric information is very common in the realworld. Though many applications of signaling
games have been developed to solve economic problems, the previously proposed models could not reproduce the
human way of signaling. We show some interesting empirical results concerning the refinement of equilibria by the
proposed reinforcement learning model.
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[Brandts-Holt 92]

Brandts

2.

2.1
1 Brandts

4

Step1 S

p(t) = {p(tH), p(tL)} = {2/3, 1/3}
T = {tH , tL} t

Step2

t M = {mH ,mL}
m

Step3 R

m A = {aH , aL}
a

Step4

US(t,m, a) UR(t,m, a)
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1:

1

2.1.1

(1) σ∗ (2)

ρ∗ (3) μ (σ∗ ρ∗, μ)

∀t ∈ T σ∗(·|t) ∈ arg max
σ

US(t, σ, ρ
∗) (1)

∀m ∈ M ρ∗(·|m) ∈ arg max
ρ

∑

t

μ(t|m) · UR(t,m ρ) (2)

μ(t|m) =
p(t)σ∗(m|t)∑

t′∈T

p(t′)σ∗(m|t′)
(3)
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1: game 1 game 3R

(tH tL ) (mH mL )

1 (mH , mH) (aH , aH) μ(tL|mL) ≥ 1/2 μ(tL|mH) = 1/3

2 (mL, mL) (aH , aH) μ(tL|mL) = 1/3 μ(tL|mH) ≥ 1/2

2.1.2 [Cho-Kreps 87]

m μ

BR(μ,m) (4)

BR(μ,m) ≡ arg max
a

∑

t∈T

μ(t|m)UR(t,m a) (4)

t U∗
S(t)

m J(m)

(5)

U∗
S(t) > max

a∈BR(T m)
US(t m a) (5)

m (6) t′

min
a∈BR(T\J(m) m)

US(t
′ m a) > U∗

S(t
′) (6)

3. Brandts

Brandts 1 ∗1

1

Brandts game 1

game 1 2 Brandts game

1 4

1 4

game 1 4

2 2

tH mH tL mL

mH aH mL

aL

Brandts game 3R

game 3R 3 Brandts

game 3R 6

1 6

game 3R 2

3 3

tH mL tL

mH mL

aH

game 1 game 3R

2: game 1

tH

S \R aL aH

mL 20, 75 120, 125

mH 60, 75 140, 125

tL

S \R aL aH

mL 60, 125 140, 75

mH 20, 125 100, 75

(a) tH (b) tL

2: game 1

3: game 3R

tH

S \R aL aH

mL 160, 75 160, 175

mH 10, 75 190, 175

tL

S \R aL aH

mL 10, 175 190, 75

mH 100, 175 160, 75

(a) tH (b) tL

3: game 3R

∗1 Brandts (Sequential Equilibrium)
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(a) tH (b) tL

4: game 1 (500

4.

4.1

(7) α

Q(s, a) ← Q(s, a) + α[r −Q(s, a)] (7)

Boltzman Boltzman

s a P (a | s) (8)

P (a | s) = exp(Q(s, a)/τ)∑

a′∈A
exp(Q(s, a′)/τ)

(8)

τ τ → ∞
τ → 0

4.2

Ss = {stH , stL}
p(t) = {p(stH ), p(stL)} = {2/3, 1/3} stH

tH stL tL
As = {amH , amL} amH

mH amL mL

2 3

Sr = {smH , smL}
Ar = {aH , aL} 2

3

5.

5.1
game 1

4 1 4

game 3R 6

1 6

α = 0.5

τ = 100 · 0.995round−1

(a) tH (b) tL

5: game 1

(a) mH (b) mL

6: game 1

5.2 1 game 1
4 game 1 1 100 500

4

5 6

4 5 6

4 tH
tL mH

mL

4

game 1

tH (mH , aH) tL
(mL, aL)

5 tH
mH

mH 100 mL

70 tL
53 - 56 mL
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(a) tH (b) tL

7: game 3R (500

(a) tH (b) tL

8: game 3R

(a) mH (b) mL

9: game 3R

mL 100 mH

60

6 1-4

mL aL mH

aH

tH (mH , aH) tL 85 - 90

(mL, aL)

5.3 2 game 3R
7 game 3R 1 102 500

6

8 9

7 8 9

6 tH

tL mH

mL

6

game 3R

tH (mL, aH) tL
(mH , aL) (mL, aH)

8 tH
mL

mL 160 mH

100

tL 31 - 36 mH

mH 130

mL 100

tH
mH mL

9 mH

25 - 30

mL

aH mH

aL

tH (mL, aH) tL (mH , aL)

(mL, aH)

6.

Brandts
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