# Coupled GP－HSMM を用いた連続動作の分節化に基づく インタラクションのモデル化 

Interaction Modeling Based on Motion Segmentation Using Coupled GP－HSMM


In the human community，there are various interactions and humans can learn them by observing them or interacting with others．For realizing robots that can coexist with humans，it is important for robots to be able to learn appropriate interactions in the community．In this paper，we propose the novel model coupled Gaussian process hidden semi－Markov model（Coupled GP－HSMM）that enables robots to learn rules of interaction between two persons by observing it in an unsupervised manner．The continuous motions of the persons are segmented into discrete actions based on GP－HSMM，and relationships between the actions are extracted．Moreover，all corresponding actions are not simultaneously conducted by two persons in actual interaction and coupled GP－ HSMM models such lags between actions．We conducted experiments using motion data of interaction games and experimental results showed that coupled GP－HSMM can estimate actions，lags between them and their relationships．

## 1．はじめに

近年，ロボットは様々な場面で活躍しており，今後インタラ クションを行いながら我々の日常生活をサポートするロボット が期待される。この時，より自然なインタラクションが行われ るのが望ましいが，人間社会には地域や文化によって様々なイ ンタラクションのルールが存在するため，環境毎に使用される インタラクションを事前に全て作りこむことは難しい。人間の場合，他者とのインタラクションや他者同士のインタラクショ ンの観察から，インタラクションで交わされる声や動作の関係性を見つけ，インタラクションのルールを学習することが出来 る。また，幼児は身近な人のふるまいを見てそれを模倣して遊 ぶことがあり，その模倣を通して動作やインタラクションを学習している．ロボットが人間と共存していくには，人間と同様 にインタラクションの観察によって学習することが重要である と言える［Billard 08］［Berenna 09］［Schaal 99］．

ロボットのインタラクションの学習に関する先行研究として文献［Taniguchi 10］がある。この研究では役割反転模倣を通 じて連続的な実時間インタラクションからロボットがインタラ クション内の応答戦略を獲得しており，役割を推定することに よってルールを学習している。しかし，この研究ではロボット の行動がシミュレーション上で事前に定義されているため，そ れ以外の行動やルールを学習することはできない。また，文献 ［Soltoggio 13］では遅延報酬を考慮したゲームのルール学習を対象として，実際のロボットを用いて実験を行っているが，こ の研究においても行動が事前に定義されており，それ以外の行動やルールを学習することはできない。このように，ルール学習に関する研究はなされているが，事前に行動が定義されてい るものが多く，連続動作からインタラクションの行動とルール を同時に学習する研究は十分になされていない。

そこで，本稿では連続動作を行動へと分節し，二者間の行動 の相互関係を推定することで，その間で行われているインタ ラクションを教師なしで学習するモデルを提案する．本稿にお ける連続動作とはインタラクション内の一連の動きのことであ り，行動とは連続動作から意味のある単位ごとに分節•分類さ れた単位動作を意味する．提案モデルではインタラクション内
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図 1：Coupled GP－HSMM

における連続動作を分節化することで，類似した行動ごとに分類し，分類された行動の相互関係を推定することでインタラク ションを学習する．連続動作を教師なしで分節化する手法とし て，GP－HSMM［Nakamura 17］や Autoplait［Matsubara 14］， BP－HMM［Fox 11］などがあり，本稿ではその中でも分節結果の精度が良いと報告されている GP－HSMM を拡張した Coupled GP－HSMM を提案する。このモデルでは，互いの行動の相互関係を考慮することで，ルールを学習するだけではなく，動作 の分節も相補的に学習することができ，分節化の精度の向上が可能となる。

## 2．Coupled GP－HSMMに基づくインタラ クションのモデル化

本稿では，$\alpha$ と $\beta$ の二者の連続動作 $\boldsymbol{S}_{\alpha}$ と $\boldsymbol{S}_{\beta}$ を行動 $\boldsymbol{x}_{\alpha}$ ， $\boldsymbol{x}_{\beta}$ へと分節し，その行動クラス $c_{\alpha}, c_{\beta}$ の関係性を教師なしで


図 2：インタラクションの時間差

学習することで，それらの相互関係をモデル化する。図1が提案する Coupled GP－HSMM のグラフィカルモデルであり，灰色が未観測ノードを表している。 $\boldsymbol{X}_{c}$ はクラス $c$ のガウス過程 のパラメータであり，行動 $\boldsymbol{x}_{\alpha j^{\prime}}, \boldsymbol{x}_{\beta j}$ は $\boldsymbol{X}_{c_{\alpha} j^{\prime}}, \boldsymbol{X}_{c_{\beta} j}$ をパ ラメータとするガウス過程によって生成される。GP－HSMM では，$\beta$ の $j$ 番目のクラス $c_{\beta j}$ は直前のクラスによってのみ生成されるが，このモデルにおいては $\beta$ 自身の $j-1$ 番目のク ラス $c_{\beta, j-1}$ と，それと対応する $\alpha$ のクラス $c_{\alpha j^{\prime}}$ によって生成 されることを仮定し，以下のような生成過程で表現される。

$$
\begin{align*}
c_{\alpha j^{\prime}} & \sim P\left(c \mid c_{\alpha, j^{\prime}-1}\right)  \tag{1}\\
c_{\beta j} & \sim P\left(c \mid c_{\beta, j-1, c_{\alpha} j^{\prime}}\right)  \tag{2}\\
\boldsymbol{x}_{\alpha j^{\prime}} & \sim \mathcal{G} \mathcal{P}\left(\boldsymbol{x} \mid \boldsymbol{X}_{c_{\alpha j^{\prime}}}\right)  \tag{3}\\
\boldsymbol{x}_{\beta j} & \sim \mathcal{G} \mathcal{P}\left(\boldsymbol{x} \mid \boldsymbol{X}_{c_{\beta j}}\right) \tag{4}
\end{align*}
$$

生成されたそれぞれの行動を結合することによって観測系列 $\boldsymbol{S}_{\alpha}, \boldsymbol{S}_{\beta}$ が生成される。この Coupled GP－HSMM は互いの行動が相互に影響するモデルとなっており，実際のインタラク ションからこのモデルでインタラクションを学習することで連続動作を行動へと分節しながら互いの行動の相互関係を推定す ることが出来る。

## 2.1 ガウス過程

本稿では，行動のタイムステップ $i$ における出力値 $x_{i}$ をガ ウス過程回帰で学習することで，取得した時系列データを離散化することなく，連続的な分布として表現する。ガウス過程で は同一クラスに属する動作データのタイムステップ $i$ に対する出力 $x$ の組 $(\boldsymbol{i}, \boldsymbol{x})$ が得られた時，タイムステップ $i^{\text {new }}$ におけ る出力 $x^{\text {new }}$ の予測分布は式（13）のガウス分布となる。

$$
\begin{equation*}
p\left(x^{n e w} \mid i^{n e w}, \boldsymbol{x}, \boldsymbol{i}\right) \propto N\left(\boldsymbol{k}^{\mathrm{T}} \boldsymbol{C}^{-1} \boldsymbol{i}, c-\boldsymbol{k}^{\mathrm{T}} \boldsymbol{C}^{-1} \boldsymbol{k}\right) \tag{5}
\end{equation*}
$$

得られた予測分布を用いることで， $\boldsymbol{x}_{i}$ がクラス $c$ に対応する ガウス過程から生成される確率 $\mathcal{G} \mathcal{P}\left(\boldsymbol{x}_{i} \mid \boldsymbol{X}_{c}\right)$ を以下のように求 めることができ，この確率を用いることで似た行動を同じクラ スに分類することが出来る。

$$
\begin{align*}
\mathcal{G} \mathcal{P}\left(\boldsymbol{x} \mid \boldsymbol{X}_{c}\right)= & p\left(x_{0} \mid i, \boldsymbol{X}_{c, 0}, \boldsymbol{I}\right) \\
& \times p\left(x_{1} \mid i, \boldsymbol{X}_{c, 1}, \boldsymbol{I}\right) \\
& \times p\left(x_{2} \mid i, \boldsymbol{X}_{c, 2}, \boldsymbol{I}\right) \tag{6}
\end{align*}
$$

## 2.2 インタラクションにおける行動の時間差

あるインタラクション内で，$\alpha$ がクラス $c_{\alpha j^{\prime}}$ の行動を行い， それに対応して $\beta$ がクラス $c_{\beta j}$ の行動を行う場合，必ずしも同時に行われるわけではなく図2のように時間差が生じる場合がある。この時間差には種類があり，一つ目として，実際の インタラクションでは行動の時間差はないが分節の推定誤りで行動に時間差が生じる場合である。提案モデルでは相手との相

互関係を含めて推定を行っているため，このような推定誤りを減らすことが可能である。

もう一つの時間差としては，実際にインタラクションにおけ る行動がずれている場合である．インタラクションでは，相手 と息を合わせて行っていても，行動がずれてしまい同タイミン グで行われることが少ない。このような時間差の場合は，行動 の推定誤りではないため，修正することはできない。しかし，相手の行動との関係性からルール抽出を行う場合，このような時間差を無視してしまうと，タイミングがずれた行動同士の関係性を推定できなくなってしまう。そこで，提案モデルでは この時間差 $d_{j}$ がガウス分布に従うと仮定し，教師なしで推定 する。

$$
\begin{equation*}
p\left(d_{j}\right)=\mathcal{N}\left(d \mid 0, \sigma^{2}\right) \tag{7}
\end{equation*}
$$

## 2.3 学習

提案モデルでは，取得した観測系列 $\boldsymbol{S}_{\alpha}, \boldsymbol{S}_{\beta}$ が与えられ た時，これを分割して得られる行動 $\boldsymbol{x}_{\alpha}=x_{\alpha_{1}} x_{\alpha_{2}} \cdots x_{\alpha_{N}}$ ， $\boldsymbol{x}_{\beta}=x_{\beta_{1}} x_{\beta_{2}} \cdots x_{\beta_{N}}$ が生成される確率 $P\left(\boldsymbol{x}_{\alpha}, \boldsymbol{x}_{\beta} \mid \boldsymbol{S}_{\alpha}, \boldsymbol{S}_{\beta}, \boldsymbol{\Theta}\right)$ を最大化するパラメータを推定する。

$$
\begin{equation*}
\underset{\Theta}{\operatorname{argmax}}=P\left(\boldsymbol{x}_{\alpha}, \boldsymbol{x}_{\beta} \mid \boldsymbol{S}_{\alpha}, \boldsymbol{S}_{\beta}, \boldsymbol{\Theta}\right) \tag{8}
\end{equation*}
$$

しかし，教師なしで行動へと分節化を行う場合，行動の分節位置もその行動のクラスも未知であり，その双方を推定しなけれ ばならない。そのため，モデルの学習には一つの観測系列内の行動とそのクラスをまとめてサンプリングする Blocked Gibbs Sampler を用いる。

## 2．3．1 Blocked Gibbs Sampler

提案モデルでは，観測系列内の行動とそのクラス，行動の時間差をサンプリングすることで推定する。まず，全ての観測系列をランダムに分節•分類することで初期化する。次に，ある観測系列 $\boldsymbol{S}_{\beta n}$ を分節化して得られたすべての行動 $\boldsymbol{x}_{\beta n j}(j=$ $\left.1,2, \cdots, J_{n}\right)$ をそれらが分類されているクラスから除き，各ク ラスのガウス過程のパラメータ $\boldsymbol{X}_{c}$ ，遷移確率 $P\left(c_{\beta} \mid c_{\beta}^{\prime}\right)$ ，相互関係 $P\left(c_{\beta} \mid c_{\alpha}\right)$ を更新する。その後，次式に従い行動，クラ ス，二者の行動間の時間差をサンプリングする。

$$
\boldsymbol{X}_{\beta n}, \boldsymbol{c}_{\beta n}, \boldsymbol{d}_{\beta n} \sim P\left(\boldsymbol{X}_{\beta}, \boldsymbol{c}_{\beta}, \boldsymbol{d}_{\beta} \mid \boldsymbol{S}_{\beta n}, \Theta\right)
$$

ただし，

$$
\begin{align*}
\boldsymbol{X}_{\beta n} & =\left\{\boldsymbol{x}_{\beta n 1}, \cdots, \boldsymbol{x}_{\beta n J_{n}}\right\}  \tag{9}\\
\boldsymbol{c}_{\beta n} & =\left\{c_{\beta n 1}, \cdots, c_{\beta n J_{n}}\right\}  \tag{10}\\
\boldsymbol{d}_{\beta n} & =\left\{d_{\beta n 1}, \cdots, d_{\beta n J_{n}}\right\} \tag{11}
\end{align*}
$$

これにより推定された観測系列 $\boldsymbol{S}_{\beta n}$ の全ての分節とクラスを用いて，各クラスのガウス過程のパラメータ $\boldsymbol{X}_{c}$ ，遷移確率 $P\left(c_{\beta} \mid c_{\beta}^{\prime}\right)$ ，相互関係 $P\left(c_{\beta} \mid c_{\alpha}\right)$ を更新する。この操作をすべて の系列に対して行う。その後グラフィカルモデルの $\alpha$ と $\beta$ を反転させ，観測系列 $\boldsymbol{S}_{\alpha}$ に対して同様に行動の長さ，クラス，二者の行動間の時間差をサンプリングし，パラメータを更新す る．これらの操作を繰り返すことで，両方の観測系列の分節点 とガウス過程のパラメータを交互に最適化し，二者間の行動の相互関係を推定することが出来る。しかし，この推定では行動 の長さとクラス，その時間差のあらゆる組み合わせを計算しな ければならず計算量が膨大となるため，文献［Uchiumi 15］と同様に Forward filtering－Backward sampling を用いて効率的 に計算を行う。

## 2．3．2 Forward filtering－Backward sampling

本稿では行動とそのクラス，時間差を隠れ変数とみなして， Forward filtering－Backward sampling により同時にサンプリ ングする．Forward filtering では観測系列のあるタイムステッ プ $t$ を終点とする長さが $k$ の分節がクラス $c$ となり，その時

相手との行動のずれが $d$ である確率を次のように計算する。

$$
\begin{align*}
& A_{\beta}[t][k]\left[c_{\beta}\right][d]=\mathcal{G} \mathcal{P}\left(\boldsymbol{s}_{t-k: k} \mid \boldsymbol{X}_{c}\right) p\left(c_{\beta} \mid c_{\alpha_{t+d}}\right) p(d) \\
& \quad \times \sum_{k^{\prime}=1}^{K} \sum_{c^{\prime}=0}^{C} \sum_{d^{\prime}=-D}^{D} p\left(c_{\beta} \mid c_{\beta}^{\prime}\right) \alpha[t-k]\left[k^{\prime}\right]\left[c_{\beta}^{\prime}\right]\left[d^{\prime}\right] \tag{12}
\end{align*}
$$

$C$ はクラス数，$K$ は行動の最大の長さ，$D$ はずれの最大値と なる。 $p(d)$ はガウス分布であり，クラスの遷移確率 $p\left(c_{\beta} \mid c_{\beta}^{\prime}\right)$ と二者間の行動の相互関係 $p\left(c_{\beta} \mid c_{\alpha_{t+d}}\right)$ は，次式のようになる。

$$
\begin{align*}
& p\left(c_{\beta} \mid c_{\beta}^{\prime}\right)=\frac{N_{c_{\beta}^{\prime} c_{\beta}}+\lambda}{N_{c_{\beta}^{\prime}}+C \lambda^{\prime}}  \tag{13}\\
& p\left(c_{\beta} \mid c_{\alpha}\right)=\frac{N_{c_{\alpha} c_{\beta}}+\gamma}{N_{c_{\alpha}}+C \gamma^{\prime}} \tag{14}
\end{align*}
$$

ただし，$N_{c_{\beta}^{\prime}}$ と $N_{c_{\beta}^{\prime} c_{\beta}}$ は，それぞれクラスが $c_{\beta}^{\prime}$ となった行動の数と，クラスが $c_{\beta}^{\prime}$ から $c_{\beta}$ に遷移した回数を表している． また，$N_{c_{\alpha}}$ と $N_{c_{\alpha} c_{\beta}}$ はそれぞれクラスが $c_{\alpha}$ となった $\alpha$ の行動の数と，クラスが $c_{\alpha}$ から $c_{\beta}$ に遷移した回数を表している． $k^{\prime}, c_{\beta}^{\prime}$ ，$d^{\prime}$ は一つ前の $t-k$ を終点とした行動の長さ，クラス，時間差を表しており，式（12）において周辺化されている。

次に Forward filtering によって求めた確率に従い，Back－ ward samplingを行うことでことで観測系列の全ての分節，ク ラス，ずれを決定することが出来る。

## 2.4 インタラクションのルール推定

インタラクションにおけるルールとは行動の関係性であると定義し，行動間の確率に基づいてルールを抽出する．Coupled GP－HSMM によって分節•分類された $\alpha$ の $j^{\prime}$ 番目の行動 $c_{\alpha_{j^{\prime}}}$ ， それと対応した $\beta$ の $j$ 番目の行動 $c_{\beta_{j}}$ から以下の確率を考える。

1．$\alpha$ が行動 $c_{\alpha_{j^{\prime}}}$ をした時に，$\beta$ が行動 $c_{\beta_{j}}$ をする確率 $P\left(c_{\beta_{j}} \mid c_{\alpha_{j^{\prime}}}\right)$

2．$\beta$ が行動 $c_{\beta_{j}}$ をした後に，$\beta$ が行動 $c_{\beta_{j+1}}$ をする確率 $P\left(c_{\beta_{j+1}} \mid c_{\beta_{j}}\right)$

3．$\alpha$ が行動 $c_{\alpha_{j^{\prime}}}$ をした後に，$\alpha$ が行動 $c_{\alpha_{j^{\prime}+1}}$ をする確率 $P\left(c_{\alpha_{j^{\prime}+1}} \mid c_{\alpha_{j^{\prime}}}\right)$

4．$\alpha$ が行動 $c_{\alpha_{j^{\prime}}}, \beta$ が行動 $c_{\beta_{j}}$ をした後に，$\alpha$ が行動 $c_{\alpha_{j^{\prime}+1}}$ ， $\beta$ が行動 $c_{\beta_{j+1}}$ をする確率 $P\left(c_{\alpha j^{\prime}+1}, c_{\beta j+1} \mid c_{\alpha j^{\prime}}, c_{\beta j}\right)$

インタラクションに時間差がある場合，これらの確率を単純に計算することはできない。しかし，提案モデルでは，その時間差も推定しているため，これらの確率を正確に推定することが可能となる．さらに，これらの確率を用いることで，インタラ クション内に存在するルールを学習することが出来る。

## 3．実験

提案手法の有効性を検証するために，簡単なルールを組み込んだゲームを作成し，実際にそのゲームを用いて実験を行っ た。実験には kinect を用いて取得した人の右手の位置を用い， kinect から得られる 30 fps の位置座標を， 4 fps ヘダウンサン プリングし使用した。この値は，計算量を削減するため，動作 の特徴が失われない範囲で経験的に決定した。

表 1：推定された二者間の行動の関係 $P\left(c_{\beta} \mid c_{\alpha}\right)$

|  | $\beta$ の行動 $c_{\beta_{j}}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \alpha \text { の } \\ \text { 行動 } c_{\alpha_{j^{\prime}}} \end{gathered}$ |  | 0 | 1 | 2 | 3 | 4 |
|  | 0 | 0.94 | 0.00 | 0.00 | 0.03 | 0.03 |
|  | 1 | 0.05 | 0.92 | 0.01 | 0.01 | 0.02 |
|  | 2 | 0.09 | 0.01 | 0.89 | 0.00 | 0.00 |
|  | 3 | 0.01 | 0.01 | 0.08 | 0.62 | 0.28 |
|  | 4 | 0.01 | 0.01 | 0.05 | 0.30 | 0.64 |

## 3.1 方向合わせゲーム

実験には簡単なルールを含む人工的に作成したインタラク ションゲームである方向合わせゲームを用いた．ゲームの流れ は以下の通りである。

1．互いに向かい合って右腕を正面に出して待機
2．互いに腕を三回振る
3．左右どちらかの方向に大きく腕を振る
4．互いに腕を振った方向が一致したら 5，一致しなかった ら1に戻る
5．互いにハイタッチをして 1 に戻る

## 3.2 結果

図3がそれぞれ（a）$\alpha$ の右手の手先座標の時系列データ，（b）$\beta$ の右手の手先座標の時系列データ，（c）$\alpha, \beta$ それぞれの右手の手先座標を重ね合わせた時系列データ，（d）coupled GP－HSMM を用いて分節化した結果，（e）$\alpha$ の行動と $\beta$ の行動の推定され た時間差，の一部のフレームを抜粋してものとなる。結果よ り，分節された各行動 ID は以下のような行動を表していると考えられる。

0 ．手を前に出し一回振る行動
1．ハイタッチをする行動
2．手を二回振る行動
3．手を左に振る行動
4．手を右に振る行動
これらの行動は，今回設定したルールと比べると想定していた行動とは違っていたが，妥当な行動が学習できたといえる。想定では，手を前に出す行動と三回振る行動が抽出されると考え ていたが，実際には手を前に出し一回振る行動と，手を二回振 る行動に分節化されてしまった。しかし，手を前に出し，三回振る動作はこのゲームにおける一連の動作のため，どこで分節 されてもルールを表現することが可能であり，妥当な結果であ る。また図 3 の（ d ）より，両者の動作が完全に同期しているわ けではないことが確認でき，さらに（c）より，推定された両者 の行動にも時間差があることが確認できる。しかし（e）をみる と，対応している行動同士が繋がるようにずれが推定されてお り，相互関係を正しく推定することが可能となっている。
表1 が相互関係の推定により得られた確率 $P\left(c_{\beta_{j}} \mid c_{\alpha_{j^{\prime}}}\right)$ であ る。この表を見ると，$\alpha$ が行動 0 （手を前に出す）を行った時，$\beta$ も行動 0 （手を前に出す）を行う確率が $94 \%$ となっている。これ はインタラクション内におけるルールであり，共起する行動を正 しく学習できていることが分かる。図4が学習された遷移確率 $P\left(c_{\alpha j^{\prime}+1}, c_{\beta j+1} \mid c_{\alpha j^{\prime}}, c_{\beta j}\right)$ により得られたインタラクション内 における行動の遷移である。遷移確率 $P\left(c_{\alpha j+1}, c_{\beta j+1} \mid c_{\alpha j}, c_{\beta j}\right)$ は $\alpha$ の行動と $\beta$ の行動から次に起こる行動を推定しており，図を見ると $\alpha, \beta$ がともに手を前に出し振る行動を行った後，互いに手を二回振ることが表現できている。このように，相手 の行動との相互関係を推定することで，インタラクション内に おけるルールを教師なしで学習することが出来る。


図 3：（a）$\alpha$ の手先座標，（b）$\beta$ の手先座標，（c）$\alpha$ と $\beta$ の手先座標，（d）$\alpha$ と $\beta$ の分節結果，（e）推定された時間差


図 4：学習されたインタラクション

## 4．まとめと今後の展望

本稿では，人同士のインタラクションを対象にした分節に よる行動の抽出とその相互関係の推定に基づくインタラクショ ンルール学習が可能な Coupled GP－HSMM を提案し，有効性を検証するため実際のインタラクションを用いて実験を行っ た。実験結果より，提案モデルを用いることで二者間のインタ ラクションにおける動作を相互関係を推定しながら分節化する ことで行動を学習し，同時に行動同士のずれを推定することが可能であることが示された．また，推定された相互関係からイ ンタラクション内のルールを確率に基づいて抽出することが出来た．今後の課題として，より複雑なインタラクションを対象 にした実験が挙げられる。今回の実験は簡単な動作とルールを使用し，また行動のずれも小さかったため正しくルール抽出を することが出来ていると考えることもできる。そのため，より複雑な動作やルールにおいても適用可能かを今後検証する。
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