
Towards Interpretation as Natural Logic Abduction

Naoya Inoue∗1 Pontus Stenetorp∗2 Sebastian Riedel∗2 Kentaro Inui∗1∗3

∗1 Tohoku University ∗2 University College London
∗3 RIKEN Center for Advanced Intelligence Project

This paper studies an abductive reasoning framework on natural language representations. We show how to
incorporate Natural Logic (McCartney et al. 2009) into Interpretation as Abduction (Hobbs et al. 1993). The
resulting framework avoids the difficulty of natural language-formal representation conversion, while handling im-
portant linguistic expressions such as negations and quantifiers. For proof-of-concept, we demonstrate that missing,
implicit premises of arguments can be recovered by the proposed framework by a manual example walkthrough.

1. Introduction

Abduction is inference to the best explanation. This pa-

per explores abduction for natural language understanding.

Given a textual observation, the task is to generate the

best, textual explanation. For example, the task of find-

ing a missing assumption of an argument [Habernal 17] is a

special form of abduction. Suppose the following argument

is given∗1:

(1) Claim: Immigration is really a problem.

Reason: Illegal immigrants have overrun large portions

of California.

Our task is to generate an additional, unstated assumption

that is needed for this argument to be valid, for example,

the following statement:

(2) These portions of California are doing far worse than

anywhere else in the state.

Argument completion is useful for many applications where

logic-based evaluation of texts is needed, such as automated

essay scoring [Taghipour 16], and automated essay feed-

back. Additionally, an abductive framework in general has

been considered as a promising, unified framework for text

understanding [Charniak 91, Hobbs 93b].

Conventionally, abduction has been studied in the con-

text of formal knowledge representation such as propo-

sitional logic [Santos 94], or first-order logic [Stickel 91,

Hobbs 93b, Inoue 12a]. The advantage is that reasoning

on formal knowledge representation provides an ability to

handle information in a structured way by using special

operators such as quantifiers, negations, etc. However, con-

verting a natural language text into a formal representa-

tion, a.k.a. semantic parsing, itself is a difficult task to

date [Krishnamurthy 16], which hampers applying abduc-

tion to real-world problems.

This paper explores an abductive inference framework

that directly works on natural language texts, which
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is orthogonal to the conventional formal representation-

based approaches. More specifically, we study Natural

Logic [Maccartney 09, Bowman 13, Angeli 14] in the con-

text of abductive reasoning. Natural Logic is a framework

originally developed for entailment prediction. The advan-

tage is that (i) it works on natural language expression di-

rectly, and (ii) it supports important linguistic expressions

such as negations and quantifiers.

We show how Natural Logic-based inference can be inte-

grated with Interpretation as Abduction [Hobbs 93a], one

of the promising, abductive natural language understanding

framework on formal representations (Sec. 3.). The key idea

is that following the Natural Logic edit rules, we rewrite an

input sentence (i.e. a textual observation) to generate its

explanation, instead of applying logical inference on formal

representations. We then demonstrate how this proposed

framework solves an argument completion problem with a

manual example walkthrough (Sec. 4.).

2. Preliminaries

2.1 Natural Logic
Given a premise p and a hypothesis h (in natural language

representation), Natural Logic [Maccartney 09] provides a

mechanism to determine whether p entails h or not.

Natural Logic first finds a sequence of atomic edits that

transforms p into h. An atomic edit can be one of the

following: (i) insertion (INS), (ii) deletion (DEL), or (iii)

substitution (SUB). For example, given p = “Stimpy is a

cat.” and h = “Stimpy is not a dog.”, the edit sequence will

be the following: {SUB(cat, dog), INS(not)}. The corre-

sponding mutated sentences are: p′ = “Stimpy is a dog.”,

and p′′ = “Stimpy is not a dog.”, respectively.

To determine the relation between p and h, Natural Logic

assigns a semantic operator to each edit. For example, the

semantic operator of SUB(cat, dog), the first edit, is “al-

ternation” (|) because cat and dog are mutually exclusive

concepts. The semantic operator of INS(not) is “negation”

(ˆ). Finally, a semantic relation between p and each mu-

tated sentence (e.g. p′, p′′) is estimated by these local se-

mantic operators. For example, we first have p|p′ (by ini-

tialization). We then apply the second semantic operator

(i.e. “negation”) to this semantic relation, yielding “for-

1

The 32nd Annual Conference of the Japanese Society for Artificial Intelligence, 2018

4Pin1-33



ward entailment” (i.e. p � p′′), according to the Natural

Logic theory. The result of semantic operator application

depends on the context (e.g. whether an edited word is

in a negation scope or not), but it is omitted here for the

brevity. See the original paper[Maccartney 09] for further

details.

2.2 Interpretation as Abduction
Hobbs et al. propose Interpretation as Abduction (IA),

the framework of text understanding based on the idea that

interpreting sentences is to prove the logical form of the

sentence [Hobbs 93b]. They demonstrated that a process

of natural language understanding, such as word sense dis-

ambiguation or reference resolution, can be described in the

single framework based on abduction.

In IA, observations are given with costs, and background

axioms are given with weights. It then performs backward-

reasoning on each observation, propagates its cost to the

assumed literals according to the weights on the applied ax-

ioms, and merges redundancies where possible (henceforth,

factoring). A cost of interpretation is then the sum of all

the costs on elemental hypotheses in the interpretation. Fi-

nally, it chooses the lowest cost interpretation as the best

interpretation.

Formally, the task of IA can be described as follows:

Given: Background knowledge B, and observations O,

where B is a set of first-order logical formulae, and

O is a set of literals or substitutions,

Find: argminH∈H Cost(H), whereH is a set of hypotheses

H such that H ∪B |= O, H ∪B �|= ⊥,

where H is a set of literals or substitutions and Cost(H) is

a cost function of hypotheses.

Let us suppose O = r(a)$20 ∧ b(a)$10. We use backward

chaining to generate new hypotheses, increasing the cost of

a literal back-chained on. For example, when ∀x(p(x)0.3 ∧
b(x)0.9 → r(x)) is applied, we get p(a)$6 ∧ b(a)$18 ∧ b(a)$10.

The cost of this hypothesis is $6+$18+$10 = $34. Because

we have two literals with the same content, i.e. b(a), we

can apply factoring. This yield new hypothesis: p(a)$6 ∧
b(a)$10, taking the least cost among those of two literals.

This factoring mechanism encourages IA to find a small

explanation that explains input observations.

3. Interpretation as Natural Logic Ab-
duction

We now describe how Natural Logic can be applied to In-

terpretation as Abduction (IA). The basic idea is that we re-

place backward chaining in IA with atomic edits in Natural

Logic to perform abductive reasoning on natural language

representation. This allows us to perform abductive reason-

ing without the difficulty of natural language-formal repre-

sentation conversion, while handling important linguistic

expressions such as negations and quantifiers properly.

Analogously to IA, we define observations to be cost-

assigned textual observations (e.g. O ={“Immigration is

really a problem.”$10, “Illegal immigrants have overrun large

portions of California.”$10}).
To generate new hypotheses, we first initialize H to be

O. Formally, let H = {s$c11 , s$c22 , ..., s$cnn }. We then apply

the following procedure:

1. Choose a target sequence ID i ∈ {1, 2, ..., n}.

2. Mutate si by applying one of Natural Logic edits de-

scribed in Sec. 2.1 (i.e. substitution, deletion, or inser-

tion). Let the mutated sentence be s′i.

3. Let H ′ = {..., si−1, s
′
i, si+1, ...}.

4. Estimate a semantic relation between si and s′i ac-

cording to the Natural Logic theory. If si � s′i, let

c(s′i) = 1.2 · c(si); otherwise c(s′i) = c(si). Intuitively,

this means that abductive reasoning has to pay a cost,

but deductive reasoning does not.

5. Factor H ′ if possible.

For substitution in Step 2, one can use a knowledge base

of lexical relations such as hypernym/hyponym, cause-

effect relations (e.g. WordNet [Fellbaum 98], Concept-

Net [Speer 12]). For insertion in Step 2, one can add a

modifier (e.g. adjective or adverb) to a noun phrase or

verb phrase in si according to a language model-like knowl-

edge (e.g. World Knowledge Proposition (WKP) [Clark 09,

etc.]), or adding special linguistic operators such as every,

not.

By applying this procedure repeatedly, we will have a

set of hypotheses (i.e. H in Sec. 2.2). Finally, we pick a

hypothesis with the minimum cost from H as an output.

4. Proof-of-concept

In this section, we show a walkthrough demonstrating

how Natural Logic-based IA can recover an additional, im-

plicit assumption of an argument.

We use Example (1) for a walkthrough. We assume the

following knowledge base for Natural Logic atomic edits:

• Value judgement: problem � BAD (V1)

• Agentive: immigration � illegal immigrants (A1)

• Ontology: exists in � overrun (O1)

• Generic: X is bad � {X exists in Y, Y is in a bad situa-

tion} (G1)

With this knowledge base, we perform the following Natural

Logic-based abductive reasoning:

1. Initialization: {“Immigration is really a problem.”$10,

“Illegal immigrants have overrun large portions of Cali-

fornia.”$10}

2. By V1: {“Immigration is really BAD.”$10, “Illegal immi-

grants have overrun large portions of California.”$10}
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3. By A1: {“Illegal immigrants are really BAD.”$10, “Il-

legal immigrants have overrun large portions of Califor-

nia.”$10}.

Since substitution with an agentive lexical relation (sub-

stituting Immigration with Illegal immigration in Step

3) is not defined in the original Natural Logic the-

ory [Maccartney 09], the semantic relation between its orig-

inal sentence and the mutated sentence is not obvious. The

question here is: does a statement S1 about the thing X

entail a statement S2 about the thing Y that is created by

X? S1 is likely to entail S2 because S1 implicitly states that

Y is involved in the statement (e.g. “I love the guitar.” is

likely to entail “I love music.”). Hence, we assume that this

reasoning is deductive; we will study reasoning with lexical

relations not defined in the Natural Logic theory in future

work.

The cost of the hypotheses unchanged in Step 1-3 because

the reasoning is deductive. The reasoning continues.

4. By G1: {“Illegal immigrants exist in X.”$6, “X is in a

bad situation.”$6, “Illegal immigrants have overrun large

portions of California.”$10}

The cost increased because the reasoning is abductive. Note

that we distributed the increased cost $12 to two state-

ments.

5. By O1: {“Illegal immigrants overrun X.”$7.2, “X is in a

bad situation.”$6, “Illegal immigrants have overrun large

portions of California.”$10}

6. By factoring with X = large portions of California:

{“Large portions of California is in a bad situation.”$6,

“Illegal immigrants have overrun large portions of Cali-

fornia.”$7.2}

The final result contains “Large portions of California is in

a bad situation.” with the cost $6, which means that this

statement is an implicit assumption of the original input

argument.

5. Related work

In Natural Language Processing, commonsense reason-

ing has received much attention in recent years. One

such example is the field of knowledge graph comple-

tion. Given an existing knowledge graph encoding en-

tity relationships (e.g. Trump-isPresidentOf-US), the

goal is to infer a missing relationship between entities

in the graph. There are a wide variety of computa-

tional models for this task; see [Wang 17] for a good

overview. The second example is the study on narra-

tive schema [Chambers 08, Modi 14, Granroth-wilding 16,

Pichotta 16, Modi 16, Weber 17]. Given an event mention

(e.g. John commited a crime), the goal is to predict an

event that will most likely happen next to the input (e.g.

Police arrest John). These are not studied in the context

of abduction; however, these are closedly related to sub-

stitution, one of the Natural Logic atomic edits. In future

work, we will borrow these well-developed technologies for

making abductive reasoning more robust.

In the machine learning community, the interpretability

of models have recieved much attention. There are a wide

variety of studies for explaining predictions of black box

machine learning models (e.g. neural network) [Zhang 18].

On the other hand, our work aims at creating a transparent,

white box model instead of finding an explanation to its own

prediction.

6. Conclusions and future work

We have presented an abductive natural language under-

standing framework, integrating Interpretation as Abduc-

tion [Hobbs 93b] with Natural Logic [Maccartney 09]. For

proof-of-concept, we have demonstrated that this frame-

work explicates an implicit assumption underlying an argu-

ment on one concrete example.

Our future work includes several research directions.

First, we plan to extract lexical knowledge from an exist-

ing, rich knowledge base such as WordNet [Fellbaum 98],

FrameNet [Baker 98], or ConceptNet [Speer 12]. Second,

we will extend our framework to support a wider variety of

commonsense reasoning. We develop new Natural Logic se-

mantic operators for lexical relations such as cause-effect

relations, which are frequently used in natural language

understanding. In order to make inference more robust,

we also plan to use a knowledge graph embedding mod-

els [Wang 17], sequence-to-sequence models [Sutskever 14]

for substituion, and distributed representation-based simi-

larity calculation for factoring. We also try to learn the cost

function of weighted abduction in a supervised manner, ex-

tending [Inoue 12b]. Finally, we will develop an efficient

search mechanism for finding the least-cost explanation.
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