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The ultimate goal of our research is to extract problem solutions and its evaluation expressions from Information
Science papers. This paper presents the preliminary annotation scheme for this task and conducts an annotation
study in Natural Language Processing papers. By conducting the annotation study, we discuss the remaining issues
of the present annotation scheme and its future direction.
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