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There are many studies to reproduce cultivation methods based on experience and intuition of skilled farmers
by supervised learning. Farmer’s knowledge has an impact on the collecting data to conduct supervised learning,
and it is difficult to judge whether such knowledge is a true optimal solution in agricultural work. So, we focused
on reinforcement learning (RL) which learns based on reward given from the environment as a learning method
independent the knowledge like experience and intuition. There are few cases of study using RL, and also the
effectiveness has not been enough clarified. In this paper, we tried to cultivate Komatsuna based on simple Q-
learning as a preparation to apply RL to the plant cultivation. As a result of Q-learning for a Komatsuna, it was
possible to confirm the state of giving water according to the height of plant.
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