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 Deep Learning and Reinforcement Learning are developing rapidly in recent years. A lot of researches 
which apply deep reinforcement learning to the field such as game and robot control have generated great 
success. In this paper, we examine the possibility of adopting AlphaZero, an reinforcement learning 
algorithm demonstrates an unprecedented level of versatility for an game AI,  to optimal control problems 
and gain insight on its  ability to control the actions under  noisy environment that is difficult to handle 
by using conventional control mechanism.  
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