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It is expected to realize an intelligent robot that coexists with us and supports our lives. In order to realize such
a robot, it is necessary to act by understanding the surrounding environment and language in the real world. For
such a complex understanding, multiple cognitive functions are required. The purpose of this study is to propose
an integrated cognitive model for robots that simultaneously learn concepts, actions, and language. This can be
achieved by integrating various modules. The proposed model consists of three modules: concepts formation using
multimodal information, grammar learning, and reinforcement learning. We verify the potential of the proposed
model through experiments using a real robot. We show that the proposed model enables robots to form concepts,
make decision, and understand language.

1.

[Taniguchi16]

Latent Dirichlet Allocation(LDA)
LDA(MLDA)

[Nakamura09] MLDA

[Attamimi16, Miyazawa17]

[Levine16,
Gu16]

[Arandjelovi17, Hill17]

: 1-5-1
miyazawa@apple.ee.uec.ac.jp

MLDA(Motion)MLDA(Object) MLDA(Reward)

HMM(Planning)

REINFORCE

HMM(Language)

MLDA(TOP)

1:

2.
1

LDA(mMLDA)
[Fadlil13]

Hidden Markov
Model (HMM) (REIN-
FORCE)

Hidden Markov Model (HMM)
mMLDA

HMM(Language)

1

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

1L4-J-11-03



mMLDA

HMM(Planning)

2.1 mMLDA
1 mMLDA 1

z zO zM zR

z

[Fadlil13] wO, wM , wR, ww∗

φ∗ θ∗ β∗ α∗

wO

(CNN)
4096 wM

4 1-of-k wR

r

r < 0, r = 0, r > 0 3 1-of-k
ww∗

Bag of Words

2.2 HMM(Language)
Attamimi mMLDA HMM

[Attamimi16]

(HMM) HMM 1 HMM(Language)
πL, θL ww

b Pb

HMM
HMM(Language) mMLDA (

)

2.3 REINFORCE

REINFORCE
[Williams92] 1

t zt

(1) w∗
t

zt ∼ P (zt|wO
t , wM

t , wR
t , ww

t ) (1)

zt (2)
zt+1

πθRL (zt+1|zt) = exp(θT
RLφ(zt+1, zt))∑

zt+1∈A
(exp(θT

RLφ(zt+1, zt)))
(2)

A θRL πθRL

φ(∗) zt zt+1 θRL

θt+1
RL = θt

RL + η∇θRL J(θRL) (3)

∇θRL J(θRL) ≈
E∑

e=1

T∑

t=1

(Re
t − b)∇θRL log πθRL (ze

t |ze
t−1) (4)

η Re
t e t

b

zt+1 wM ∼ p(wM |zt+1) zO ∼ p(zO|zt+1)

2.4 HMM(Planning)
1

HMM(Planning) z

s θ = P (zt|st, α)
π = P (st|st−1, γ) HMM α,γ

θ,π

2.5
SERKET

[Nakamura18]

mMLDA MLDA
P (z∗|ww∗, w∗)

P (z∗|z) mMLDA
HMM(Language) C

w k MI(w, k|C)
HMM(Language)

P (wwC |ww
b , Pb)

REINFORCE MLDA(TOP)

HMM(Planning) MLDA(TOP)
P (z|zO, zM , zR) HMM(Planning)

P (z|s)

3.

3.1
2 Baxter

2(a) 2(b)
2(c)

2(a) 3
1 2

2(b)
3

2

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

1L4-J-11-03



(b) 

(a) 

0 0 0 0
1 1 1 1
1 1 -1 -1
-1 -1 1 1

* -1
(c) 

1

2

2:

,

( )

3

2
zO

ID

z P (zO|z)

Data
1

Data
2

YES
NO

3:

1:

1,2 0.81 1.00 1.00
0.68 1.00 1.00

4:

z wM

wM ∼ P (wM |z) =
∑

zM P (wM |zM )P (zM |z)

wO 1 wO
t−1

MeCab ww

2(c)
ww, wR

wO, wM , wR, ww

πθRL

zt+1 (1) (2)
1

1 50
10 500 1

w∗

11

4.

4.1
1

0.25
4

3

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

1L4-J-11-03



2:

48 24 43 50
2 26 7 0

3:

1 1.00 1.00 1.00
3 0.83 0.54 1.00

4.2

ww ww

wO,wM ,wR

24 wO,wM ,wR

24 wO,wM ,wR

wO,wM ,wR ww

50 wO,wM ,wR

2 50

4.3
4

HMM(Language)
HMM(Planning) HMM(Language)

HMM(Planning)
5

1,2
HMM

HMM(Language) 3
3

1
3

mMDLA
ww∗ HMM(Language)

5.

5:

JST CREST JP-MJCR15E3
26118001

[Arandjelovi17] R. Arandjelovi, A. Zisserman, “Look, Listen and
Learn,” arXiv 1705.08168, 2017.

[Attamimi16] M. Attamimi, et al., “Learning Word Meanings
and Grammar for Verbalization of Daily Life Activities Us-
ing Multilayered Multimodal Latent Dirichlet Allocation
and Bayesian Hidden Markov Models,” Advanced Robotics
30(11-12), pp.806–824, 2016.

[Fadlil13] M. Fadlil, et al., “Integrated Concept of Objects and
Human Motions Based on Multi-layered Multimodal LDA,”
in proc. of IROS 2013, pp. 2256–2263, 2013.

[Gu16] S. Gu, et al., “Deep Reinforcement Learning for Robotic
Manipulation,” arXiv 1610.00633, 2016.

[Hill17] F. Hill, et al., “Understanding Grounded Language
Learning Agents,” arXiv 1710.09867, 2017.

[Levine16] S. Levine, et al., “End-to-End Training of Deep Vi-
suomotor Policies,” Journal of Machine Learning Research,
Vol.17, pp.1-40, 2016.

[Miyazawa17] K. Miyazawa, et al., “Integration of Multimodal
Categorization and Reinforcement Learning for Robot
Decision-Making,” IROS2017: Workshop on ML-HLCR,
2017.

[Nakamura09] T. Nakamura, et al., “Grounding of Word Mean-
ings in Multimodal Concepts Using LDA,” IEEE/RSJ In-
ternational Conference on Intelligent Robots and Systems,
pp. 3943-3948, 2009.

[Nakamura18] T.Nakamura, et al., ”Serket: An architecture for
connecting stochastic models to realize a large-scale cogni-
tive model.” Frontiers in neurorobotics, 2018.

[Taniguchi16] T. Taniguchi, et al., “Symbol Emergence in
Robotics: A Survey,” Advanced Robotics, Vol.30, 11-12,
pp.706-728, 2016.

[Williams92] R. Williams, “Simple statistical gradient-following
algorithms for connectionist reinforcement learning,” Ma-
chine Learning, Vol. 8, Issue 3, pp. 229-256, 1992.

4

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

1L4-J-11-03


