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There are many works on dialogue systems considering the context using a neural network. In this work, to
realize a robot cafeteria, we applied a neural network model to a process of an ordering dialogue. We created a
Japanese ordering dialogue dataset and conducted an experiment with it. As a result, we obtained a mean test
error rate of low value.

1.

[Graves 16, Graves 14, Weston 14, Sukhbaatar 15,

Kumar 16, Vinyals 15, Yang 18]

2.

Memory Networks [Weston 14]

Memory Networks Hard

Attention

End-To-End Memory Networks [Sukhbaatar 15]

Memory Networks

Soft Attention

end-to-end

Dynamic Memory Networks [Kumar 16] End-To-End

Memory Networks

GRU

Neural Turing Machine [Graves 14]

LSTM Soft Attention

Differentiable Neural

Computer [Graves 16] Neural Turing Machine

:
112-8610

2-1-1 murayama.yuri@is.ocha.ac.jp

Differentiable Neural

Computer

3. Differentiable Neural Computer

Differentiable Neural Computer (DNC)

1: DNC

DNC

1. DNC (RNN)

xt rt−1

ht

1

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

1N2-J-9-02



2. ht vt = Wyht

ξt = Wξht

3. ξt

4. rt
RNN yt = vt +Wrrt

RNN

end-to-end

DNC

DNC bAbI [Weston 15]

bAbI

“John is in the playground. John picked up the

football. Bob went to the kitchen. Where is the football?

A:playground ”

20
∗1 en-10k

train 10,000 test 1,000

Graves DNC

3.8%

bAbI

DNC

4.

bAbI

20 10

1

A B C

• Single Supporting Fact

bAbI “Mary went to the bath-

room. John moved to the hallway. Mary travelled to

the office. Where is Mary? A:office” 1

?

1

• Two Supporting Facts Three Supporting

Facts

Single Supporting Fact 2 3

• Conjunction

bAbI “and”

“ ”

∗1 http://www.thespermwhale.com/jaseweston/babi/tasks 1-
20 v1-2.tar.gz

• Yes No Questions

/

• Counting

bAbI “Daniel picked up the football.

Daniel dropped the football. Daniel got the milk.

Daniel took the apple. How many objects is Daniel

holding? A: two ”

• Lists

Counting

?

?

• Simple Negation

• Basic Coreference

“Daniel was in the kitchen. Then he went to the

studio. Sandra was in the office. Where is Daniel?

A:studio” he Daniel

“ ”

• Compound Coreference

Basic Coreference

Counting 408 Basic Coref-

erence 132 Compound Coreference 264

1,320 10,044

9 1

5.

5.1
Differentiable Neu-

ral Computer 2

7

5.2
2

Yes No Questions

Basic Coreference

Simple Negation

1

2 0 7

0

2

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

1N2-J-9-02



1:

Single Supporting Fact Counting

A : A :

B : B :

C : C :

A ? ?

B ? ?

C ?

Two Supporting Facts Lists

A : A :

B : A :

C : B :

A : C :

B : A ? ,

C : B ? ,

A ? , C ? ,

B ? , ? , , ,

C ? ,

Three Supporting Facts Simple Negation

A : A :

B : B :

C : C :

A : B :

B : A ?

C : B ?

A : C ?

B :

C :

A ? , ,

B ? , ,

C ? , ,

Conjunction Basic Coreference

A : A :

B : B :

C : C :

A ? , , A ?

B ? , B ?

C ? C ?

Yes No Questions Compound Coreference

A : A :

B : B :

C : C :

A ? A ? ,

B ? B ? ,

C ? C ? ,

2:

LSTM 256

1

1e-4

256 64

4

1

RMSProp, momentum=0.9

N(0, 0.1)

5.3
Yes No Questions

/

Basic Coreference

Simple Negation

“ ” “

” “ ”

72

6.

Differentiable Neural Computer

bAbI

3

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

1N2-J-9-02



2:

(JST)

(CREST)

PRINTEPS (JPMJCR14E3)

[Graves 16] Alex Graves, Greg Wayne, Malcolm Reynolds,

Tim Harley, Ivo Danihelka, Agnieszka Grabska-
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