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Over the past 20 years, TV show viewing rates have been declining due to the increase in the types of media
and entertainment. Due to this phenomenon, TV broadcasting companies have higher demands to create more
attractive TV shows in order to increase TV show viewing rates. To support TV broadcasting companies create
more attractive shows, modeling the relationship between TV show viewing rates, celebrities, and content can be
strongly effective. In this paper, we model this complex relationship through the utilization of a neural network
and latent representation models such as a stacked autoencoder and latent Dirichlet allocation. We demonstrate
that measures to increase TV show viewing rates could be devised by conducting experiments with this model.
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