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In the application of neural networks to industries such as manufacturing, it is important to extract which features
have an important role in model output from the viewpoint of model reliability and understanding the couse of
event. Attention mechanisms in neural networks is generally used to handle dynamic dependencies between time
series, such as in natural language processing. In this research, we apply attention as a weight of each feature and
propose a method to extract attribution of each feature in model output. We also examined its effectiveness using
real sensor data.
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