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This paper focuses on the topic of coherent translation in the document-level Neural Machine Translation (NMT).
To evaluate NMT systems whether they can maintain consistent translations or not, we construct a dataset for
evaluating the coherence. We evaluate typical baseline NMT systems on our dataset and discuss a coherent problem
in terms of the term selection in the existing systems.
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単語アライメントを利用し
単語ペア辞書を取得

訳語が一貫
していない
ペアを抽出

データセット
フィルタリングに使用
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5:
1 ( , nancho)

[ ]

he also dispatched sadayo ( ryoshun ) imagawa and yoshihiro ouchi to kyushu , where [nancho] dominated , to debilitate its
influence and consolidate the power of the bakufu ”

baseline in kyushu , he dispatched sadayo ( ryoshun ) and yoshihiro ouchi to kyushu , and strengthened the power of the southern
court power ”
in kyushu , he dispatched sadayo ( ryoshun ) and yoshihiro ouchi to kyushu , and strengthened the power of the [nancho]
power
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it fell precisely on the 100th day after the death of takauji [ashikaga]
baseline it was the 100th day after takauji [ashikaga] ’s death

[ashikaga] was the 100th day after takauji [ashikaga] ’s death
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”In the paper , an explanation is given on the [above] problem .”
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”In the future of IP / IMS ( IP multi media subsystem ) , the carrier networks remarkably convert .”
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