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In this research, we conduct an experiment of constructing a causal networks within settlement account briefs.
We extracted the causal relations from settlement briefs, and construct a network by connecting them by judging
similarities. For calculating the similarities, we use a word2vec model created from the Japanese Wikipedia cor-
pus.We use a method based on a combination of idf values which representing importance of words. In addition,
by giving the polarities of causal expression using a polar dictionary, and judgment of synonyms that word2vec
can’t detect, we define so to speak, ”negative relation”.

100 edges between causal relationships obtained by experiments were randomly selected and evaluated visually.
As a result, the ratio that is deemed to be a reasonable connection was 84%, and among them the ratio of edges
where polarity inversion was correctly captured was 86%.
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