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Convolutional Neural Network (CNN) is an image classifier using deep neural network. However, it hardly
gives the evidence why it classifies an image into a class. To solve this problem, some methods producing visual
explanations has been proposed. Grad-CAM produces visual information for localized important regions for a class
in an input image. As well as the visual explanations of classification, it is important to visualize of the learning
process. The performance of CNN, such as accurate classification, is highly rely on the parameters. We convince
the visualization of the learning process helps the parameter tuning. We propose a method that visualize the
learning process. It generates the visual explanation images of arbitrary classes for each epoch. We validated the
effectiveness of our method using MNIST dataset. The result shows the proposed method can visualize the learning
process for every class for every epoch, whereas the usual method cannot.
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MNIST∗1

CNN 1

ReLU Batch size 100

0.5 Dropout 1

∗1 http://yann.lecun.com/exdb/mnist/
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1: CNN

H W D H W D

1 28 28 1 26 26 32 3 3 1 1

2 26 26 32 24 24 64 3 3 1 1

3 24 24 64 12 12 64 2 2 2 2

4 Flatten 1 1 9216 1 1 128 - -

5 Flatten 1 1 128 1 1 10 - -
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