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User Identity Linkage aims to detect the same individual or entity across different Online Social Networks, which
is a crucial step for information diffusion among isolated networks. While many pair-wise user linking methods
have been proposed on this important topic, the community information naturally exists in the network is often
discarded. In this paper, we proposed a novel embedding-based approach that considers both individual similarity
and community similarity by jointly optimize them in a single loss function. Experiments on real dataset obtained
from Foursquare and Twitter illustrate that proposed method outperforms other commonly used baselines that
only consider the individual similarity.

1. Introduction

In recent years, Online Social Networks (OSNs) such as

Twitter, Facebook and Foursquare tend to become the cen-

tral platform of people’s social life. Tons of contextual (e.g.

tweets, photos) and network structure related (e.g. users’

profiles, relations) data is created every day on these OSNs,

which is an important resource for many valuable applica-

tions such as user behavior prediction, and cross-domain

recommendation. All such applications require a crucial

step called User Identity Linkage (UIL) [Shu 17], which

aims to identify and link the same person/entity across dif-

ferent OSNs. These linkages are also called anchor links

as they help align different networks under the common

scene that users usually don’t explicitly claim the owner-

ship of their different accounts, and due to privacy protec-

tion rules, personal information is always restricted inside

each isolated OSNs.

Abundant literature has been focusing on the UIL prob-

lem, and the majority of them fall into two categories:

(1) Structure-based approaches: these approaches focus di-

rectly on the structural features of a social network, such as

user names, following relationship and common neighbors

between different users [Malhotra 12, Kong 13], while the

problem of those approaches lies on the difficulty to find an

optimal distance function between nodes to evaluate their

similarity as networks are not presented in the Euclidean

space [Zhang 18]. (2) Embedding-based approaches: net-

work embedding is a new way of network representation

that is able to encode the network in a continuous low-

dimensional vector space while effectively preserving the

network structure, for example, [Zhou 18] proposed a dual-

learning embedding paradigm to improve the linking result.

However, existing methods haven’t paid enough attention

to the social communities naturally formed by people in the

real world. Users who have limited profile information could

be evaluated easier when they are located in interest groups

together with their close neighbors. To better resolve the

UIL problem, we proposed a novel method called Commu-

nity Sensing User Identity Linkage (CSUIL), which takes
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advantage of both structural and embedded features of a

network by designing a jointly learning model. It aids user

mapping by driving some of users to the same communi-

ties they belong to, which enhances the method’s accuracy

and generalization ability. Experiment results on real-world

dataset show feasibility of our method.

2. Problem Definition

Definition 1 Social Network Graph An unweighted and

undirected network is denoted as G = {V,E}, where V is

the set of nodes and each node represents a user, E is the

set of edges reflecting connections between nodes.

Definition 2 Node Embedding In a given network G =

{V,E}, node embedding (a sub-task of network embedding)

learns a projection function ψ : V �→ R
|V |×d, where d �

|V |. For each node vi ∈ V , ψ(vi) ∈ R
d denotes its latent

representation in the vector space.

Definition 3 n-th order neighbors The collection of all

nodes which can be reached from the given root node vr ∈ G

within exactly n hops, denoted as Cr = {vi|hop(vi, vr) = n}.

Definition 4 User Identity Linkage Given two different

networks, GS = {V S , ES} and GT = {V T , ET }. The goal

of User Identity Linkage (UIL) is to predict a pair-wise link-

age between a user node vs selected from the source network

GS and an unlabeled user node vs in the target network GT ,

which indicates the same user/entity (i.e., vs = vt).

3. Community Sensing User Identity
Linkage

This proposed method consists of three main compo-

nents: network embedding, community clustering and la-

tent space mapping. A brief overview is shown in Figure 1,

where blocks are the core elements in each phase, green

lines indicate structural information flow directions and

blue lines show how algorithms connect different phases.

3.1 Network Embedding
The quality of the latent representation of each node in

both source and target network is important to the results
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Figure 1: A brief overview of CSUIL

of the following clustering and mapping stages. Ideally,

user nodes that have stronger connection, like sharing more

common neighbors, or having shorter path between them

should be closer to each other after they are projected into

the latent space. To obtain the network embedding in good

quality, an efficient model called DeepWalk [Perozzi 14] was

adopted. DeepWalk mainly utilizes the truncated random

walk and the SkipGram [Mikolov 13] model.

In particular, A random walk generator is first applied to

the network, which will sample uniformly a random node

vi ∈ G as the root of a random walk sequence Wvi , then

the generator samples uniformly from the neighbors of the

last node visited until the maximum sequence length(l)

is reached. The generated sequences could be thought of

as short sentences, while the nodes within sequences are

treated as words of a special kind of language. We could

then obtain the embedding of nodes as a byproduct when

updating the weight matrix in the derived SkipGram model,

which aims to maximize the co-occurrence probability of

nodes that appear within a window size w near the center

vj in the sequence Wvi , that is to maximize the following

log probability:

max
1

l

l∑

i=1

w∑

j=−w,j �=0

log Pr(vi+j |vi) (1)

where Pr(vi+j |vi) is calculated with a hierarchical softmax

function:

Pr(vi+j |vi) = exp(ψ(vi+j)
Tψ(vi))

l∑
m=1

exp(ψ(vm)Tψ(vi))

(2)

where ψ(vi) is the embedding of node vi we want to update

at each training step and finally output to the next phase.

3.2 Community Clustering
In some supervised User Identity Linkage models such as

PALE [Man 16], it only focuses on learning the user level,

pair-wise matching patterns between source and target net-

work. However, these methods failed to consider the social

communities naturally formed by people in the real world.

Some drawbacks may exist under such settings that users

with very limited profile information could be hard to dis-

tinguish from others and the model may fall into over-fitting

of local pair-wise features when trained with small amount

of labeled data. More importantly, the knowledge contained

in the structural relationship among anchor and non-anchor

users in the original non-euclidean space is discarded after

SkipGram is applied (shown by green lines in Figure 1) and

later phases are not able to reuse such information.

Therefore, we made an assumption that compared to only

considering the generated embedding or user-level similarity

matching, the fact that which neighbors a user has in the

original network, and which community a user belongs to

could reveal more diffusible structural knowledge. Thus, we

consider clustering the n− th order neighbors of an anchor

user to form their social community, the users in the same

community have a closer relationship and higher similarity,

which could be evaluated in some metrics including: the

amount of common neighbors, or the minimum walk length

between each other.

To utilize all the user information in a community, we

reuse the structural information in the original network and

derive a new embedding to represent this community by

adopting the mean value of all community member embed-

ding generated in Section 3.1 that are non-anchor nodes.

The center that represents a certain community cluster Ci

is denoted as μi:

ψ(μi) =

ψ(vr) +
∑

v′∈Ci

ψ(v′)

N + 1
(3)

where vr is the root user, and N is the community size.

3.3 Latent Space Mapping
Let zs = ψ(vs) and zt = ψ(vt) be the node embedding

generated in Section 3.1 and the final stage of CSUIL is La-

tent Space Mapping. In this phase, we try to find a mapping

function from the source network to the target network Φ:

R
|V s|×d �→ R

|V t|×d, that will minimize the distance between

the predicted embedding Φ(zs) and the true corresponding

embedding zt of zs in the target network:

min
∥∥Φ (zs)− zt

∥∥
F

(4)

We then train a novel two-inputs and two-outputs neural

network model, which breaks down the whole task above

into two simultaneously conducted parts: (1) minimize the

distance between predicted and real user node (2) minimize

the distance between predicted and real community cen-

ter. The second sub-task will drive the mapping function

to the direction that also exploits the relationship between

community centers in both source and target networks to

increase the generalization ability of the model on new un-

seen data.
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Next, the design of the loss function could be one of the

most critical parts of a machine learning model, a good loss

function should reflect the error during training as well as

the generalization error that guides parameters to optimize

the model. Therefore, for the goal of above two sub-tasks,

a new community sensing loss function is proposed as:

loss = (1− γ)
∑

(vs,vt)∈{S,T}

∥∥Φ(zs; θ)− zt
∥∥
F

+γ
∑

μ∈C

∥∥Φ(μs; θ)− μt
∥∥
F

(5)

where {S, T} is the set of groundtruth anchor pairs, C is

the set of community centers, F is the Frobenius norm, θ is

the collection of all parameters in the model, and γ is the

hyper-parameter of the weight coefficient of the community

loss that could be co-optimized during the learning of the

mapping function.

We finally employed a Multi-Layer Perceptron (MLP)

model that does not require extensive feature selection or

difficult parameter tuning to learn the optimized mapping

function, while this model also has the flexibility of dealing

with the non-linear relationships that may exist between

the source and target network.

The whole algorithm design is shown in Algorithm 1.

Algorithm 1: CSUIL

Input: network G(V,E), anchor nodes {S, T}, test
nodes {S′, T ′}, community clustering

parameter n, community loss parameter γ

Output: mapping function Φ, matching result list R
foreach node vi ∈ G do

Generate the embedding of vi as zi

end

foreach anchor node pair {si, ti} in {S, T} do
Reuse the original network structure information,

cluster the n-order neighbors of si and ti
Derive the community center μs

i and μt
i

end

Train the MLP model by jointly minimize the node

mapping loss
∥∥Φ(zs; θ)− Φ(zt)

∥∥
F

and community

loss
∥∥Φ(μs; θ)− Φ(μt)

∥∥
F

foreach test node s′i ∈ S′ do
Add the predicted t′i to result list R

end

Evaluate(R, T ′)

4. Experiment

4.1 Data Preparation
A real-world social network dataset collected from Twit-

ter and Foursquare [Zhang 15] is used in this experiment,

which was released in [Liu 16]. All the sensitive personal

information is removed under privacy concerns to form the

final training and testing data. The ground truth of an-

chors is obtained by crawling users’ Twitter accounts from

their Foursquare homepage. Table 1 lists the statistics of

this dataset.

Network #Users #Relations #Anchors

Twitter 5,220 164,919
1,609

Foursquare 5,315 76,972

Table 1: Statistics of Twitter-Foursquare Dataset

4.2 Evaluation Metrics
In this experiment, in a similar form to [Zhou 18], a met-

ric called Precision@k was adopted, which is defined as:

Precision@k =

n∑
i

TOPk(Φ(z
s
i ))

N
(6)

where TOPk(Φ(z
s
i )) is a binary output function (0 or 1),

for each predicted embedding Φ(zs
i ), it tells whether the

positive match zt
i exists in the top− k list or not, and N is

the number of all testing nodes. In the context of UIL, as

Precision@k is a metric of the true positive rate, it could

be treated the same as Recall@k, and F1@k.

4.3 Comparative Methods
We compare the proposed CSUIL with several existing

embedding-based methods, and take them as the baseline

of this task.

• CSUIL: the proposed method, it could explicitly ex-

ploit the individual as well as community features of a

network, by jointly optimizing mapping functions that

concentrate on user-level and community-level similar-

ity respectively.

• IONE: Proposed in [Liu 16] and adopted as a base-

line result, Input-Output Network Embedding (IONE)

is a network embedding and partial network alignment

method. It takes follower-ship and followee-ship as in-

put and output contexts and generates all three repre-

sentations together with the user node.

• INE: INE is a simplified version of IONE, which only

consider node and input representation for matching.

4.4 Results
The performance results are illustrated in Table 2 and

Figure 2. In the experiment, during the community clus-

tering phase, the cluster size is set to first-order neighbors

for the simplicity. Then we examine the ability of the fi-

nal model (with training rate=90%) on the link prediction

task. For CSUIL, we report the result in different settings

of precision metrics k and community loss weight coefficient

γ. For INE and INOE, we report the result in the original

paper’s default setting.

Precision@k

γ P@1 P@5 P@9 P@13 P@17 P@21 P@25 P@30

INE 0.1108 0.2184 0.2975 0.3291 0.3703 0.4114 0.4304 0.4494

IONE 0.1899 0.3481 0.4494 0.4968 0.5253 0.5665 0.5854 0.6044

0.8 0.2405 0.5190 0.6203 0.6835 0.7342 0.7722 0.7975 0.8165

Table 2: Performance comparison between baselines

From the experiment results, we could conclude that:
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(a) Baselines (b) Precision on different γ

Figure 2: Link prediction precision results. X-axis is the

different value of k, for the top-k list being evaluated; Y-

axis is the precision result in percentage.

• Compared to the baseline model, INE and IONE, the

best performance (when γ = 0.8, shown in Table 2

and Figure 2(a)) of our approach has an improvement

from about 6% to 21 % at most in different settings

of precision metrics, which shows the feasibility of this

approach.

• Figure 2(b) also illustrates that by changing the setting

of community loss weight coefficient γ, the ability of

the model to sense more positive matching in a larger

search space (higher k setting in precision), could be

enhanced, which is an important improvement because

many other papers only stress their performance at the

k = 30 setting. However, adding too much weight to

community loss may lead to a slight reduction of the

ability to narrow the target to a finer scale (lower k in

precision), compared with the γ = 0 setting.

5. Conclusion

In this paper, we aim to study the UIL problem by reusing

the discarded knowledge in the original Online Social Net-

work after network embedding. Not limited to anchor same

users across networks, we would also like the community

formed by close users to have a positive match across net-

works. This is because some users may have limited profile

and it could be hard to distinguish them from others. How-

ever, in the context of a community, users share common

features, and they will be driven to the correct direction

where group of users with high similarity locates, even if

community members are known little. This could also help

to avoid overfitting the input data and increase the gener-

alization ability of the method.

Therefore, we break down the main task into two simulta-

neously learned sub-tasks: User Mapping and Community

Mapping, this is achieved by jointly optimizing the user

loss and community loss in a single MLP model. Based on

above theories, Community Sensing User Identity Linkage

(CSUIL) is proposed. Results show that our approach out-

performs current baseline models, and has the flexibility to

adapt hyper-parameters for different needs or data input.
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