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A more precise recommendation plays an essential role in e-commerce. Representation learning has attracted
many attentions in recommendation field for describing local item relationships. In this paper, we utilize the item
embedding method to learn item representations and user representations. Our methods compute cosine similarity
of user vector and recommended item vectors to achieve the goal of personalized ranking. Experiment on real-world
dataset shows that our model outperforms baseline model especially when the number of the recommended item
is relatively small.

1. INTRODUCTION

The sharp growth of e-commerce and the using mobile

electronic device require a more precise prediction of next

item that users would probably like to purchase. Data min-

ing of users’ behaviors aims at finding useful patterns from

a large database. In this task, understanding users’ history

and features are one of the most critical parts.

To deal with this task, some models were developed based

on last transaction information, which is mostly involving

Markov chains[Chen 12]. This method mainly makes use

of users’ sequential transaction data to predict what will

be the next item considering the last transaction event.

The advantages of this method are that it could consider

the time sequence and recommend a proper item for the

next movement. Other general recommendation models

would consider users’ past purchase behavior as a whole

to generate their overall taste (or features)[Rendle 10] .

This method could generally grasp a user’s interests. The

most widely used method of general recommendation mod-

els is called collaborative filtering. The advantages of this

method are that it could get users’ interesting points. Thus,

the recommendation could generate from users’ whole be-

havior. However, this method discards subsequent informa-

tion that may lack preciseness in next-item prediction.

Here a good recommendation model could consider not

only the sequential information but also users’ overall taste.

A hierarchical representation model was proposed to com-

bine both sequential information and user history trans-

action information [Wang 15]. The proposed hierarchical

representation model used a two-layer model. One-layer

aggregated all the sequential transactions, and in the sec-

ond layer, this sequential information was aggregated with

the user’s overall taste. Then the combined information was

used to predict item in the next transaction. This method

was novel by setting different layers to combine two kinds of

information. However, a better method has been proposed

to learn item representations.
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For understanding sequence data, we utilize the Skip-

Gram model for word representation learning in natural

language process field [Mikolov 13] named as word2vec.

Skip-Gram model learns word representations by predict-

ing the context of this word. More precisely, word2vec get

a word vector in a lower dimensional space compared with

one-hot representation. This method was later generalized

as item2vec for learning item representations [Barkan 16].

Item2vec treats users’ subsequent behavior as a sentence in

word2vec and creates item vectors.

By learning users’ sequential data to generate item rep-

resentations, we proposed a method for aggregating users’

history behavior and general taste to build a recommenda-

tion system.

2. RELATED WORKS

A good recommendation system could improve users’

decision-making process in this information overload era.

The widely used recommendation methods include collabo-

rative filtering, content-based filtering, and hybrid filtering.

Despite the use of traditional methods, many approaches

are proposed to improve the quality of recommendations.

We first review some related work in this field.

2.1 Sequential Pattern Mining
Pattern mining is an essential branch of data mining,

which consists of discovering frequent itemsets, associa-

tions, sub-graphs, sequential rules, etc. [Chen 96]. The

target of sequential pattern mining is to detect sequential

patterns by analyzing a set of sequential data, in which oc-

currence frequency is one of the target [Pei 04]. Item2vec

embeds items into a low-dimensional representation by ac-

counting the item co-occurrence in user records. That is,

this model could generally capture the co-occurrence pat-

terns of items in each transaction data.

2.2 Personalized Ranking
From the target of the recommendation system, it can

be treated as a rating prediction problem or a personal-

ized ranking problem [Rendle 09]. The task of personalized

ranking is to provide a user with a ranked list of items,

which matches a real-life scenario. An example is that an

online retailer wants to give a personalized ranking item

list that a user may probably buy in the recent future. For-
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mer research for personalized ranking algorithms optimized

through learning users’ preferences on a set of items, which

include BPR [Rendle 09], CliMF [Shi 12].

2.3 Item Representation Learning
The word embedding method [Mikolov 13] have attracted

much attention from fields besides NLP. The recommenda-

tion is also to utilize this method for better performance,

including clustering [Barkan 16] and regression. Represen-

tation learning in recommendation means getting relation-

ships between items from a specific data set, which is called

item embedding. Barkan and Koenigstein [Barkan 16] first

proposed Item2Vec model which based on a neural item em-

bedding model for collaborative filtering. In this method,

item embedding is used to learn a better item representation

but fail to give a personalized ranking recommendation. In

this research, we propose an item embedding based method

combined with users’ history behaviors to provide a person-

alized next-item recommendation.

3. PROBLEM STATEMENT

In this section, we first introduce the problem formaliza-

tion of recommendation based sequence behavior. We then

describe the item embedding and recommendation for the

next item in detail. After that, we talk about the learning

and prediction procedure of this method.

3.1 Formalization
Let U = {u1, u2, ..., u|U|} be a set of users and I =

{i1, i2, ..., i|I|} be a set of items, in which |U | and |I| denote
to the total number of unique users and items, respectively.

For each user u, the transaction history data Tu is given

by Tu = (Tu
1 , T

u
2 , T

u
3 , ..., T

u
t ), where Tu

t ⊆ I. The purchase

history of all users is denoted as T = {T 1, T 2, T 3, ..., T t}.
Given the transaction data of all users, our task is to pre-

dict what the user will probably buy in the next time

(eg. t-th), which is denoted as R = {R1, R2, R3, ..., Ru}.
Every Ri includes k items as recommendation: Ri =

{Ri
1, R

i
2, ..., R

i
k, }.That is, we need to generate a personal-

ized ranking Ri for user ui in t-th transaction.

3.2 Item2Vec algorithm
Our purpose is to learn a recommendation model from a

sequential transaction data which could also combine users’

overall taste. In this section, we first explain Item2Vec al-

gorithms in detail, which generate item embedding from se-

quential data. Then users’ general taste will be concluded

from one user’s whole transaction data. At last, item rep-

resentations and users’ general taste will be combined to

create a personalized ranking for a next-item recommenda-

tion.

To proposed our method for personalized ranking from

a sequential user transaction data, we first need to have

a look at Item2Vec specifically. Skip-gram with negative

sampling (SGNS) was first introduced in word embedding

by Mikolov et al. [Mikolov 13]. The neural embedding in

natural language processing attempts to map words and

phrases into a vector space of low-dimensional semantics

and syntax. Skip-gram uses the current word to predict its

context words. The item collection in Item2vec is equiv-

alent to the sequence of words in word2vec, that is, the

sentence. Commodity pairs that appear in the same col-

lection are considered positive. For the set w1, w2, ..., wK

objective function:

1

K

K∑
i=1

K∑
j �=i

log(wj |wi) (1)

Same as word2vec, using negative sampling, define p(wj |wj)

as:

p(wj |wj) = σ(uT
i vj)

∏
σ(−uT

i vk) (2)

Finally, the SGD method is used to learn the max of the

objective function and to obtain the embedding represen-

tation of each item. The cosine similarity between the two

items is the similarity of items.

The cosine similarity between two vectors can be formal-

ized as:

cos(v1, v2) =
v1 · v2
|v1||v2| (3)

3.3 Proposed method
From Item2Vec method, all users’ transaction data T =

{T 1, T 2, T 3, ..., T t} is used to learn item representations.

More specifically, Item2Vec algorithm inputs a large corpus

of transactions and creates a vector space, in which every

unique item is transformed as a vector in this space. Based

on this, we produce item representations based on users’

sequential transaction data.

The advantage of our methods is that we can introduce

aggregation operations in forming user representations from

their history transaction data. In this work, we propose two

aggregation methods to get a user representation.

The first is average pooling. This method construct one

vector by taking the average value from a set of vectors. Let

V = {v1, v2, v3, ..., vl} be a set of vectors. Average pooling

of V can be formalized as:

fave(V ) =
1

l

l∑
i=1

vi (4)

Second is max pooling. This method construct one vector

by taking the max value from a set of vectors. Thus, max

pooling can be formalized as:

fmax(V ) =

⎡
⎢⎢⎢⎣

max(v1[1] ... vl[1])

max(v1[2] ... vl[2])

... ... ...

max(v1[n] ... vl[n])

⎤
⎥⎥⎥⎦ (5)

From a user’s transaction data T i, we can get a user

representation �ui from fave(T
i) and fmax(T

i) as �uiave

and �uimax. Combine with top-K recommendation from

item embedding, which is Ri, we re-rank Ri based on the

weighted similarity with user ui. The detail of re-ranking

of recommendation Ri is in Algorithm 1.

In this way, we can combine ui’s general taste ( �uiave and

�uimax) and sequential prediction (Ri) to get a overall pre-

diction.
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Algorithm 1 Combination of user representation and top-

K recommendation

Input: top-K recommendation Ri for ui, user vector �uiave

and �uimax, item set I

Output: Ri
ave and Ri

max

1: for j ≤ top−K ∗ 2 do

2: if Ri
j ⊆ I then

3: Ri
ave−j = cos(Ri

j , �uiave) and Ri
max−j =

cos(Ri
j , �uimax)

4: else

5: test size− 1

6: end if

7: end for

8: sort Ri
ave and Ri

max from highest to lowest, choose top-

K items from Ri
ave and Ri

max

9: return Ri
ave and Ri

max

Dataset name # users # items # T

Online Retail 90,346 2553 397,923

Table 1: Basic Information about Online Retail dataset

4. EXPERIMENT AND DISCUS-
SION

In this section, we conduct empirical experiments to test

the effectiveness of our method for a next-item recommen-

dation. We first introduce the experimental data set, the

baseline methods in our experiments. Then we compare

our approach with the baseline model to study the effect of

different aggregations. Finally, we make some analysis on

the result of the experiments.

4.1 Dataset
We conduct our experiment on an open data set named

’Online Retail dataset’ [UCI 15]. This data set includes

transaction data from 2010.12.01 to 2011.12.09. Every row

includes invoice number, product number, product name,

sale quantity, sale time, unit price, customer ID, and cus-

tomer’s country. After deleting the row that has a default

value, the data set basic information is in Table 1.

4.2 Evaluation and Discussion
We divided the dataset into train data and test data.

Train data was used to train item2vec model to generate

the item representations. Test data was used to evaluate

the effectiveness of our method.

In the test data, we first remove the last transaction data

from user u. So the remaining is Tu
n−1 = {i1, i2, i3, ..., it−1}.

We use the learned model and remaining Tu to make a

recommendation of top-K items located closer to each item

in the learned vector space. Then these top-K items and

user vector derived from Tu
n−1 are combined to make the

final top-K recommendation.

Here we use Recall as the prediction evaluation. The

recall is formalized as below:

Recall(Tu
t , R

u
t ) =

Tu
t

⋂
Ru

t

Tu
t

top-K

Method
Ave Max

1 14.98% 20.25%

3 6.41% 8.43%

5 8.95% 7.54%

10 4.57% 6.13%

15 1.47% 7.75%

20 3.37% 3.85%

Table 2: Recall percentage improvement compared with

baseline method

In our experiment, we set top-K=1,3,5,10,15,20 as the

number of items that would be recommended to user u.

In this experiment, the baseline method is the prediction

derived from the item2vec method, which was not combined

with a user vector. The comparison of these methods are

as follows.

Figure 1: The change of recall for three methods

We can see that the average model and max model could

improve over 10% of recall compared with the baseline

model. That means if we recommend one item for a user,

our model performed well by aggregating user’s vector and

item2vec prediction. However, this improvement declined

with the increase in top-K, which means if we recommend

a lot of items to a user at one time, our improvement is not

as effective as recommending fewer items. Compared with

the baseline model, the recall of the average model and max

model are higher, and they get higher with the increase of

top-K. If we provide more items for a user, the probability

of correct prediction will be higher, just as Figure 1 shows

above.

5. CONCLUSION

Representation learning has attracted many attentions

in recommendation field for describing local item relation-

ships. In this paper, we utilize the item embedding method

to learn item representations from sequential transaction

data. And we also constructed user representations to get

a ranked list of items for a user. The experiment result
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demonstrated that our proposed method for next-item rec-

ommendation outperformed baseline model in prediction

recall. Specifically, our models get 14.98% and 20.25% im-

provement compared with baseline model in a top-1 rec-

ommendation, which means we get a distinct improvement

when the number of the recommended item is relatively

small.
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