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Expressibility of machine learning models has been extensively studied. For example, in a Neural Network, it is
proved that the efficiency concerning the number of nodes is generated from the depth. On the other hand, it is
not clear whether the efficiency exists in Random Forest. Therefore, in this research, we investigate whether the
efficiency exists in Random Forest. We first show that Random Forest does not have the same kind of efficiency as
Neural Network, and next we show that the efficiency concerning the number of nodes can be generated from the
number of trees.
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Montúfar

:

kumano@kuicr.kyoto-u.ac.jp

[1] Raghu

[2]

DNN SNN

Telgarsky SNN

DNN

[3] Symanzki

DNN depth efficiency

[4] Bengio

Sum-product Network DNN SNN

[5]

Mansour d, N VC

Ω(N) O(N log d)

[6] VC d T

VC O(dT log (dT )) [7] Oshiro

[8]

depth efficiency

3.

Bengio

3 [9]

3

depth efficiency

DNN depth efficiency

3

1

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3K3-J-2-02



2

c H

H(x) =

{
1 (x ≥ 0)

0 (x < 0)

}

(1)

1. n DT : Rd → c H

O(n) NN

Proof. NN DT

1 0

DT f1 ≥ a H(f1 − a)

f1 > a 1−H(a− x) (1

)

DT

DT

DT

-0.5

3

NN DT

DT

1

( 1 1 0

)

1:

1 H(x1 − 1)

3

S ⊂ Rd

2. n DT : S → c

g : R → R

O(n) NN

Proof. S S DT

f a �= b

a, b limx→∞ f(x) = a limx→−∞ f(x) = b

f x �= 0 H

H(x) = lim
ε→0

(f(
x

ε
)− b)

1

a− b
=

1

a− b
lim
ε→0

f(
x

ε
)− b

a− b
(2)

g ax+ b, a′x+ b′

g(x+1)− g(x)

a(x+1)+b−ax−b = a, a′

g H NN

2

O(n) NN DT

2: g ReLU H

( )

3. n RF : S → c

O(n) NN

Proof.

NN 2

1

0 NN

RF NN

3

depth efficiency

4.

4.1

DNN

n O(n) T

2

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3K3-J-2-02



X x ∈ X

leaf x c(x) leaf

c(leaf) x leaf

leaf(x)

4. X M = |X|
X T

Ω(M
2

T+1 )

X T

∀x1, x2 ∈ X, c(x1) = c(x2) = c →
|{leaf |c(leaf) = c, leaf(x1), leaf(x2)}| < T + 1

2
(3)

Proof. 2

X

L = {leaf |c(leaf) = 1}, l = |L| l

1 L′

0 l
′

0

M1 |{x ∈ X|c(x) = 1}|
M0 |{x ∈ X|c(x) = 0}| Mi i

c(x) = 1 x T+1
2

L

leaf(x) (3) leaf(x)

L T+1
2

c(x) = 1 x leaf(x)

x ∈ M1 x′ ∈ M1

1 T+1
2

L

(
l

T+1
2

)
≥ M1 (4)

0

(
l′

T+1
2

)
≥ M0 (5)

l
T+1

2 ≥ M1 (6)

l′
T+1

2 ≥ M0 (7)

l + l′ ≥ M1

2
T+1 +M0

2
T+1 ≥ M

2
T+1 (8)

Ω(M
2

T+1 ) (9)

n O(n)

T

5. n O(n) RF :

{0, 1}n → {0, 1} T

Ω(( 2n√
n
)

2
T+1 )

Proof. T T < n 4 (3)

n O(n) X
n+1
2

(

1 ) n+1
2

− 1( 0 ) n

0,1 X

X T T < n (3)

X T T < n

X (3)

c(x1) = c(x2) = c x1, x2

leaf(x1), leaf(x2), c(leaf) = c

leaf T+1
2

c = 1

x1 �= x2 x1 1 x2 0

1 x1 x2

x1

x1
′

1 x1
′

n+1
2

− 1 X 0

X T

X (3)

X n O(n)

1 1 1 0

0

|X| = 2

(
n

n+1
2

)
≥ 2n√

n
(10)

Ω((
2n√
n
)

2
T+1

) (11)

n

T

5.

DNN depth

efficiency

3

n

T

T n

3

The 33rd Annual Conference of the Japanese Society for Artificial Intelligence, 2019

3K3-J-2-02



5 n

T

[1] Guido Montufar, F., et al. ”On the number of linear

regions of deep neural networks.” Advances in neural

information processing systems. 2014. p. 2924-2932.

[2] Maithra Raghu, et al. ”On the expressive power of deep

neural networks.” arXiv preprint arXiv:1606.05336

(2016).

[3] Matus Telgarsky. ”Representation benefits of

deep feedforward networks.” arXiv preprint

arXiv:1509.08101 (2015).

[4] Lech Szymanski, and Brendan McCane. ”Deep net-

works are effective encoders of periodicity.”IEEE

Transactions on Neural Networks and Learning Sys-

tems 25.10 (2014): 1816-1827.

[5] Olivier Delalleau, and Yoshua Bengio. ”Shallow vs.

deep sum-product networks.” Advances in Neural In-

formation Processing Systems. 2011. p. 666-674

[6] Yishay Mansour. ”Pessimistic decision tree pruning

based on tree size.” In Press of Proc. 14th International

Conference on Machine Learning. 1977. p.195–201.

[7] Shalev-Shwartz, Shai, and Shai Ben-David. Under-

standing machine learning: From theory to algorithms.

Cambridge university press, 2014. p139

[8] Mayumi Thais Oshiro, Pedro Santoro Perez, and José
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