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Slime detection during pile construction using machine learning 
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During pile construction, an inspection is needed to check absence of bottom slime which leads to settlement and inclination 
of structures. A conventional method for slime detection is dependent on individual judgement known by a sense of a hand. 
Therefore, there are some problems in terms of reproducibility and quantification. In order to solve these problems, we are 
studying a new method for slime detection using measured tension data. In this paper, we applied machine learning to judge 
whether slime exists or not from the tension data. Among 6 algorithms we compared, 1-dimendional Convolutional Neural 
Network achieved the best performance at 93% accuracy. According to this result, we verified that machine learning is effective 
for the slime detection. 
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Algorithm Training Validation Test Test 
(Ensemble) 

LR 0.941 
(0.008) 

0.896 
(0.078) 

0.847 
(0.018) 

0.858 

SVM 0.954 
(0.009) 

0.892 
(0.071) 

0.876 
(0.023) 

0.879 

RF 0.966 
(0.008) 

0.909 
(0.078) 

0.858 
(0.016) 

0.875 

GB 0.998 
(0.002) 

0.884 
(0.080) 

0.852 
(0.026) 

0.871 

MLP 0.971 
(0.010) 

0.874 
(0.080) 

0.821 
(0.047) 

0.858 

1D-CNN 0.944 
(0.029) 

0.937 
(0.065) 

0.892 
(0.060) 

0.929 
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