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 When designing turbomachinery such as jet engines and superchargers, CAE is indispensable technology. In order to 
generate  high performance shapes, the optimization methods such as response surface methodology and genetic algorithm 
has been used for design  . However, these methods require many iterative calculations. When searching for a high 
performance shape against multiple flow conditions, it is necessary to repeat  analysis every time the flow conditions are 
changed, which lengthens the design time. In this paper, to shorten this design time, we propose a new design method using 
deep reinforcement learning and compare of methods. 
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DQN
DoubleDQN [Hado 2016] ResidualDQN, [Chainer RL 2018]
Dynamic Policy Programming (DPP) [ Mohamma 2012]
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Learning (PAL) [Marc 2016],  DoublePAL [Marc 2016], SARSA 
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